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Editorial

by Dianne Cook

On behalf of the R Foundation and the Editorial board, I am pleased to present Volume 13
Issue 2 of the R Journal. This is the biggest issue ever!

First, some news from the Editorial board. A big thank you to Mike Kane, who has
finished his term. As Editor-in-Chief in 2020, Mike expanded operations to include Associate
Editors in the reviewing process. The R Journal now has a team of 20 Associate Editors. This
has helped to manage the increasing number of submissions. We welcome new Associate
Editors, Przemek Biecek, Chris Brunsdon, Mine Cetinkaya-Rundel, Kieran Healy, Adam
Loy, Priyanga Dilini Talagala and Emi Tanaka, who have joined since the July 2021 issue.
We also thank Taylor Arnold, who has stepped down, for his assistance over the past 18
months.

Catherine Hurley takes over as Editor-in-Chief for 2022, having joined the editorial team
in 2020. She has substantial expertise in publishing research and editorial experience. One
of the changes that she will oversee is publishing the R Journal four times a year. The benefit
of this is that your articles will make a more timely appearance in an issue, and for us it will
mean building slightly slimmer volumes. The issues will now be dated March, June, October
and December, with articles that are accepted up to the publish month being included in the
issue.

With the current issue we are migrating to the new web site. That is, the current dev
https://journal.r-project.org/dev/ willreplace https://journal.r-project.org/. The
current web site style is quite plain, and we would be very keen to get some feedback or
help on the page design from users familiar with css. (Note that, the old site will remain as
a legacy site.) This new site hosts articles in the new html format, if they have been written
using Rmarkdown, as well as pdf. Please think about using the new Rmarkdown template
for your article. It is quite pleasant to read, enables interactive graphics in the article, and
the ability to add alt-text to your paper allows for screen readers to provide verbal de-
scriptions of your figures for blind researchers. Also, there are simplified instructions for
preparing an article to make it easier for you prepare your article for submission.

A few reminders about submissions. The journal operates purely through volunteer
labour by researchers like yourself. We do what we can manage to get your paper in shape
for publication, but ultimately what appears on the web is your responsibility.

¢ If you follow author instructions carefully, this will streamline the editorial board’s
handling of your article.

* Check that the references in your paper have all components, title, journal, volume,
issue, pages, and the DOL

* Check that the files you are about to submit do actually compile to the desirable output,
every time prior to submitting your zip. Currently, there are easily a third of articles
submitted that don’t actually compile, and another third build with errors. This is
time consuming to deal with when it comes time to build an issue.

¢ Check that your code is well-structured and runs in a timely fashion. A small example
may be all that is necessary, in order to effectively communicate your work. Places to
learn more about coding style are Jenny Bryan’s Code Smells and Feels, and Hadley
Wickham'’s Advanced R, and their collaborative book R Packages. Also, the discussion
article and commentaries, in this issue, have excellent suggestions about developing
your coding practices.

¢ All of the submitted files should be smallish. We use GitHub for journal operations,
and files larger that 50Mb create complications for uploading. If you have a large data
file, store it with one of the growing number of services for large files, such as figshare,
dryad or zenodo. Provide links to these files in your example code, or in a section in
the article listing supplementary material.

* When your zip file is downloaded into our paper handling system, a list of supple-
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mentary files is automatically generated from what you report in the submission form,
ideally. This list needs to be comma-delimited. When your paper is published this
list of files is zip’d into a supplementaries.zip which is distributed on the issue web
site. Journals do differ in what is distributed as supplementary. For the R Journal we
would expect the list of files to include are .R file (R code) or .Rmd, any data files, and
possibly an Appendix pdf or html if you want to communicate additional details like
proofs or coding intricacies than were not possible to include in the paper.

* Choose at least one keyword from the list provided on the submission form, because
these correspond to CRAN Task Views and helps connect your paper with other R
developments. You can also type in keywords of your choosing as well.

The R Journal enjoys an increasing rank among statistics publications. It is a great outlet
to publish your work. Statistical computing has a huge impact on the practice of statistics,
and R Journal articles are a wonderful way to communicate your work in this area to a large
audience. With the recent operational changes we are equipped to process a larger number
of submissions. So make an impact, send us your work!

Lastly, there is a lot of work happening behind the scenes. Mitchell O’'Hara-Wild contin-
ues to develop infrastructure. H. Sherry Zhang has spearheaded the changes to the rjtools
package to help you, the authors, write your article in the style needed for the R Journal.
The articles in this issue have been painstakingly copy edited by Dewi Amaliah. Funding
from the R Consortium’s has been instrumental in making all of these activities possible,
and you can read more about it in the blog post here.

In this issue

News from the R Core, CRAN, Bioconductor, the R Foundation, and the foRwards Taskforce
can be read in this issue.

This issue features 42 contributed research articles covering these topics, on a huge range
of topics. There is also a special feature which is the discussion article “Software Engineering
and R Programming: A Call for Research” by Melina Vidoni, and commentaries from Will
Landau, Maélle Salmon, Karthik Ram and Simon Urbanek.

Happy reading, and trying out the code!

Dianne Cook
Monash University

https://journal.r-project.org
r-journal@r-project.org
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Software Engineering and R Programming;:
A Call for Research

by Melina Vidoni

Abstract Although R programming has been a part of research since its origins in the 1990s, few
studies address scientific software development from a Software Engineering (SE) perspective. The
past few years have seen unparalleled growth in the R community, and it is time to push the boundaries
of SE research and R programming forwards. This paper discusses relevant studies that close this
gap Additionally, it proposes a set of good practices derived from those findings aiming to act as a
call-to-arms for both the R and RSE (Research SE) community to explore specific, interdisciplinary
paths of research.

Introduction

Ris a multi-paradigm statistical programming language, based on the S statistical language (Morandat
etal., 2012), developed in the 1990s by Ross Ihaka and Robert Gentleman at the University of Auckland,
New Zealand. It is maintained by the R Development Core Team (Thieme, 2018). Though CRAN
(Comprehensive Archive Network) was created for users to suggest improvements and report bugs,
nowadays, is the official venue to submit user-generated R packages (Ihaka, 2017). R has gained
popularity for work related to statistical analysis and mathematical modelling and has been one of
the fastest-growing programming languages (Muenchen, 2017). In July 2020, R ranked 8th in the
TIOBE index, which measures of popularity of programming languages; as a comparison, one year
before (July 2019), TIOBE ranked R in the 20th position (TTOBE, 2020). According to (Korkmaz et al.,
2018), “this has led to the development and distribution of over 10,000 packages, each with a specific purpose”.
Furthermore, it has a vibrant end-user programming community, where the majority of contributors
and core members are “not software engineers by trade, but statisticians and scientists”, with diverse
technical backgrounds and application areas (German et al., 2013).

R programming has become an essential part of computational science-the "application of computer
science and Software Engineering (SE) principles to solving scientific problems" (Hasselbring et al.,
2019). As a result, there are numerous papers discussing R packages explicitly developed to close a
particular gap or assist in the analysis of data of a myriad of disciplines. Regardless of the language
used, the development of software to assist in research ventures in a myriad of disciplines, has been
termed as ‘research SE’ (RSE) (Cohen et al., 2021). Overall, RSE has several differences with traditional
software development, such as the lifecycles used, the software goals and life-expectancy, and the
requirements elicitation. This type of software is often “constructed for a particular project, and rarely
maintained beyond this, leading to rapid decay, and frequent ‘reinvention of the wheel" (Rosado de
Souza et al., 2019).

However, both RSE and SE for R programming remain under-explored, with little SE-specific
knowledge being tailored to these two areas. This poses several problems, given that in computational
science, research software is a central asset for research. Moreover, although most RSE-ers (the
academics writing software for research) come from the research community, a small number arrive
from a professional programming background (Cohen et al., 2021; Pinto et al., 2018). Previous research
showed R programmers do not consider themselves as developers (Pinto et al., 2018) and that few
of them are aware of the intricacies of the language (Morandat et al., 2012). This poses a problem
since the lack of formal programming training can lead to lower quality software (Hasselbring et al.,
2019), as well as less-robust software (Vidoni, 2021a). This is problematic since ensuring sustainable
development focused on code quality and maintenance is essential for the evolution of research in a
myriad of computational science disciplines, as faulty and low-quality software can potentially affect
research results (Cohen et al., 2018).

As a result, this paper aims to provide insights into three core areas:

* Related works that tackle both RSE and R programming, discussing their goals, motivations,
relevancy, and findings. This list was curated through an unstructured review and is, by no
means, complete or exhaustive.

* Organising the findings from those manuscripts into a list of good practices for developers. This
is posed as a baseline, aiming to be improved with time, application, and experience.

* A call-to-arms for RSE and R communities, to explore interdisciplinary paths of research,
covering not only empirical SE topics but also further developing the tools available to R
programmers.
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The rest of this paper is organised as follows. Section 2.2 presents the related works, introducing
them one by one. Section 2.3 outlines the proposed best practices, and Section 2.4 concludes this work
with a call-to-action for the community.

Related Works

This Section discusses relevant works organised in four sub-areas related to software development:
coding in R, testing packages, reviewing them, and developers’ experiences.

Area: Coding in R

Code quality is often related to technical debt. Technical Debt (TD) is a metaphor used to reflect the
implied cost of additional rework caused by choosing an easy solution in the present, instead of using
a better approach that would take longer (Samarthyam et al., 2017).

Claes et al. (2015) mined software repositories (MSR) to evaluate the maintainability of R packages
published in CRAN. They focused on function clones, which is the practice of duplicating functions
from other packages to reduce the number of dependencies; this is often done by copying the code
of an external function directly into the package under development or by re-exporting the function
under an alias. Code clones are harmful because they lead to redundancy due to code duplication and
are a code smell (i.e., a practice that reduces code quality, making maintenance more difficult).

The authors identified that cloning, in CRAN packages only, is often caused by several reasons.
These are: coexisting package versions (with some packages lines being cloned in the order of the
hundreds and thousands), forked packages, packages that are cloned more than others, utility packages
(i.e., those that bundle functions from other packages to simply importing), popular packages (with
functions cloned more often than in other packages), and popular functions (specific functions being
cloned by a large number of packages).

Moreover, they analysed the cloning trend for packages published in CRAN. They determined
that the ratio of packages impacted by cloning appears to be stable but, overall, it represents over
quarter-million code lines in CRAN. Quoting the authors, “those lines are included in packages representing
around 50% of all code lines in CRAN.” (Claes et al., 2015). Related to this, Korkmaz et al. (2019) found
that the more dependencies a package has, the less likely it is to have a higher impact. Likewise, other
studies have demonstrated that scantily updated packages that depend on others that are frequently
updated are prone to have more errors caused by incompatible dependencies (Plakidas et al., 2017);
thus, leading developers to clone functions rather than importing.

Code quality is also reflected by the comments developers write in their code. The notion of
Self-Admitted Technical Debt (SATD) indicates the case where programmers are aware that the current
implementation is not optimal and write comments alerting of the problems of the solution Potdar and
Shihab (2014). Vidoni (2021b) conducted a three-part mixed-methods study to understand SATD in R
programming, mining over 500 packages publicly available in GitHub and enquiring their developers
through an anonymous online survey. Overall, this study uncovered that:

¢ Slightly more than 1/10th of the comments are actually “commenting out” (i.e., nullifying)
functions and large portions of the code. This is a code smell named dead code, which represents
functions or pieces of unused code that are never called or reached. It clogs the files, effectively
reducing the readability Alves et al. (2016).

e About 3% of the source code comments are SATD, and 40% of those discuss code debt. Moreover,
about 5% of this sample discussed algorithm debt, defined as “sub-optimal implementations of
algorithm logic in deep learning frameworks. Algorithm debt can pull down the performance of a system”
Liu et al. (2020).

¢ In the survey, developers declared adding SATD as "self reminders" or to "schedule future
work", but also responded that they rarely address the SATD they encounter, even if it was
added by themselves. This trend is aligned with what happens in traditional object-oriented
(OO0) software development.

This work extended previous findings obtained exclusively for OO, identifying specific debt
instances as developers perceive them. However, a limitation of the findings is that the dataset was
manually generated. For the moment, there is no tool or package providing support to detect SATD
comments in R programming automatically.

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859



Di1SCUSSION ARTICLE

Area: Testing R Packages

Vidoni (2021a) conducted a mixed-methods MSR (Mining Software Repositories) that combined mining
GitHub repositories with a developers survey to study testing technical debt (TTD) in R programming—
the test dimension of TD.

Overall, this study determined that R packages testing has poor quality, specifically caused by
the situations summarised in Table 1. A finding is with regards to the type of tests being carried
out. When designing test cases, good practices indicate that developers should test commion cases (the
"traditional” or "more used" path of an algorithm or function) as well as edge cases (values that require
special handling, hence assessing boundary conditions of an algorithm or function) (Daka and Fraser,
2014). Nonetheless, this study found that almost 4/5 of the tests are common cases, and a vast majority
of alternative paths (e.g., accessible after a condition) are not being assessed.

Moreover, this study also determined that available tools for testing are limited regarding their
documentation and the examples provided (as indicated by survey respondents). This includes the
usability of the provided assertions (given that most developers use custom-defined cases) and the
lack of tools to automate the initialisation of data for testing, which often causes the test suits to fail
due to problems in the suite itself.

Smell Definition (Samarthyam et al., 2017) Reason (Vidoni, 2021a)
Inadequate The test suite is not ideal to ensure quality testing. Many relevant lines remain untested. Alternative
Unit Tests paths (i.e., those accessible after a condition) are

mostly untested. There is a large variability in the
coverage of packages from the same area (e.g., bio-
statistics). Developers focus on common cases only,
leading to incomplete testing.

Obscure Unit
Tests

When unit tests are obscure, it becomes difficult to
understand the unit test code and the production
code for which the tests are written.

Multiple asserts have unclear messages. Multiple
asserts are mixed in the same test function. Exces-
sive use of user-defined asserts instead of relying
on the available tools.

Improper As-
serts

Wrong or non-optimal usage of asserts leads to poor
testing and debugging.

Testing concentrated on common cases. Excessive
use of custom asserts. Developers still uncover bugs
in their code even when the tests are passing.

Inexperienced
Testers

Testers, and their domain knowledge, are the main
strength of exploratory testing. Therefore, low
tester fitness and non-uniform test accuracy over
the whole system accumulate residual defects.

Survey participants are reportedly highly-
experienced, yet their most common challenge was
lack of testing knowledge and poor documentation
of tools.

Limited Test
Execution

Executing or running only a subset of tests to reduce
the time required. It is a shortcut increasing the
possibility of residual defects.

A large number of mined packages (about 35%) only
used manual testing, with no automated suite (e.g.,
testthat). The survey responses confirmed this
proportion.

Improper Test
Design

Since the execution of all combination of test cases
is an effort-intensive process, testers often run only
known, less problematic tests (i.e., those less prone
to make the system fail). This increases the risk of
residual defects.

The study found a lack of support for automatically
testing plots. The mined packages used testthat
functions to generate a plot that was later (manu-
ally) inspected by a human to evaluate readability,
suitability, and other subjective values. Survey re-

sults confirmed developers struggle with plots as-
sessment.

Table 1: Problems found by Vidoni (2021a) regarding unit testing of R packages.

Kfikava and Vitek (2018) conducted an MSR to inspect R packages’ source code, making available
a tool that automatically generates unit tests. In particular, they identified several challenges regarding
testing caused by the language itself, namely its extreme dynamism, coerciveness, and lack of types,
which difficult the efficacy of traditional test extraction techniques.

In particular, the authors worked with execution traces, “the sequence of operations performed by a
program for a given set of input values” (Kfikava and Vitek, 2018), to provide genthat, a package to
optimise the unit testing of a target package (Krikava, 2018). genthat records the execution traces of a
target package, allowing the extraction of unit test functions; however, this is limited to the public
interface or the internal implementation of the target package. Overall, its process requires installation,
extraction, tracing, checking and minimisation.

Both genthat and the study performed by these authors are highly valuable to the community
since the minimisation phase of the package checks the unit tests and discards those failing, and records
to coverage, eliminating redundant test cases. Albeit this is not a solution to the lack of edge cases
detected in another study (Vidoni, 2021a), this genthat assists developers and can potentially reduce
the workload required to obtain a baseline test suite. However, this work’s main limitation is its
emphasis on the coverage measure, which is not an accurate reflection of the tests” quality.
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Finally, Russell et al. (2019) focused on the maintainability quality of R packages caused by their
testing and performance. The authors conducted an MSR of 13500 CRAN packages, demonstrating that
"reproducible and replicable software tests are frequently not available". This is also aligned with
the findings of other authors mentioned in this Section. They concluded with recommendations to
improve the long-term maintenance of a package in terms of testing and optimisation, reviewed in
Section 2.3.

Area: Reviewing Packages

The increased relevance of software in data science, statistics and research increased the need for
reproducible, quality-coded software (Howison and Herbsleb, 2011). Several community-led organ-
isations were created to organize and review packages - among them, rOpenSci (Ram et al., 2019;
rOpenSci et al., 2021) and BioConductor (Gentleman et al., 2004). In particular, *OpenSci has established
a thorough peer-review process for R packages based on the intersection of academic peer-reviews
and software reviews.

As a result, Codabux et al. (2021) studied rOpenSci open peer-review process. They extracted
completed and accepted packages reviews, broke down individual comments, and performed a card
sorting approach to determine which types of TD were most commonly discussed.

One of their main contributions is a taxonomy of TD extending the current definitions to R
programming. It also groups debt types by perspective, representing ‘who is the most affected by a type
of debt". They also provided examples of rOpenSci’s peer-review comments referring to a specific
debt. This taxonomy is summarised in Table 2, also including recapped definitions.

Perspective TD Type Reason
Usability In the context of R, test debt encompasses anything related to usability, interfaces, visualisa-
User tion and so on.

Documentation  For R, this is anything related to roxygen2 (or alternatives such as the Latex or Markdown
generation), readme files, vignettes and even pkgdown websites.
Requirements Refers to trade-offs made concerning what requirements the development team needs to
implement or how to implement them.

Test In the context of R, test debt encompasses anything related to coverage, unit testing, and
Developer test automation. ) B ] o

Defect Refers to known defects, usually identified by testing activities or by the user and reported
on bug tracking systems.

Design For R, this debt is related to any OO feature, including visibility, internal functions, the triple-
colon operator, placement of functions in files and folders, use of roxygen2 for imports,
returns of objects, and so on.

Code In the context of R, examples of code debt are anything related to renaming classes and
functions, < — vs. =, parameters and arguments in functions, FALSE/TRUE vs. F/T, print
vs warning/message.

Build In the context of R, examples of build debt are anything related to Travis, Codecov.io,

CRAN GitHub Actions, CI, AppVeyor, CRAN, CMD checks, devtools: : check.
Versioning Refers to problems in source code versioning, such as unnecessary code forks.
Architecture for example, violation of modularity, which can affect architectural requirements (e.g.,

performance, robustness).

Table 2: Taxonomy of TD types and perspectives for R packages, proposed by Codabux et al. (2021).

Additionally, they uncovered that almost one-third of the debt discussed is documentation debt—
related to how well packages are being documented. This was followed by code debt, providing a
different distribution than the one obtained by Vidoni (2021b). This difference is caused by rOpenSci
reviewers focusing on documentation (e.g., comments written by reviewers” account for most of the
documentation debt), while developers’ comments concentrate their attention in code debt. The entire
classification process is detailed in the original study Codabux et al. (2021).

Area: Developers’ Experiences

Developers’ perspectives on their work are fundamental to understand how they develop software.
However, scientific software developers have a different point of view than ‘traditional” programmers
(Howison and Herbsleb, 2011).

Pinto et al. (2018) used an online questionnaire to survey over 1500 R developers, with results
enriched with metadata extracted from GitHub profiles (provided by the respondents in their answers).
Overall, they found that scientific developers are primarily self-taught but still consider peer-learning
a second valuable source. Interestingly, the participants did not perceive themselves as programmers,
but rather as a member of any other discipline. This also aligns with findings provided by other works
(German et al., 2013; Morandat et al., 2012). Though the latter is understandable, such perception may
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pose a risk to the development of quality software as developers may be inclined to feel ‘justified” not
to follow good coding practices Pinto et al. (2018).

Additionally, this study found that scientific developers work alone or in small teams (up to five
people). Interestingly enough, they found that people spend a significant amount of time focused
on coding and testing and performed an ad-hoc elicitation of requirements, mostly ‘deciding by
themselves’ on what to work next, rather than following any development lifecycle.

When enquiring about commonly-faced challenges, the participants of this study considered the
following: cross-platform compatibility, poor documentation (which is a central topic for reviewers
(Codabux et al., 2021)), interruptions while coding, lack of time (also mentioned by developers in
another study (Vidoni, 2021b)), scope bloat, lack of user feedback (also related to validation, instead of
verification testing), and lack of formal reward system (e.g., the work is not credited in the scientific

community (Howison and Herbsleb, 2011)).

Area

Main Problem

Recommended Practice

Lifecycles

The lack of proper requirement elicitation and
development organisation was identified as a
critical problem for developers (Wiese et al.,
2020; Pinto et al., 2018), who often resort to
writing comments in the source to remind them-
selves of tasks they later do not address (Vidoni,
2021b).

There are extremely lightweight agile lifecy-
cles (e.g., Extreme Programming, Crystal Clear,
Kanban) that can be adapted for a single devel-
oper or small groups. Using these can provide
a project management framework that can also
organise a research project that depends on cre-
ating scientific software.

Teaching

Most scientific developers do not perceive
themselves as programmers and are self-taught
(Pinto et al., 2018). This hinders their back-
ground knowledge and the tools they have
available to detect TD and other problems, po-
tentially leading to low-quality code (German
et al., 2013).

Since graduate school is considered fundamen-
tal for these developers (Pinto et al., 2018), pro-
viding a solid foundation of SE-oriented R pro-
gramming for candidates whose research relies
heavily on software can prove beneficial. The
topics to be taught should be carefully selected
to keep them practical and relevant yet still
valuable for the candidates.

Coding

Some problems discussed where functions
clones, incorrect imports, non-semantic or
meaningful names, improper visibilitiy or file
distribution of functions, among others.

Avoid duplicating (i.e., copy-pasting or re-
exporting) functions from other packages, and
instead use proper selective import, such as
roxygen?2’s @importFrom or similar Latex docu-
mentation styles.

Avoid leaving unused functions or pieces of
code that are ‘commented out’ to be nullified.
Proper use of version control enables develop-
ers to remove the segments of code and revisit
them through previous commits.

Code comments are meant to be meaningful
and should not be used as a planning tool. Com-
ments indicating problems or errors should be
addressed (either when found, if the problem
is small or planning for a specific time to do it
if the problem is significant).

Names should be semantic and meaningful,
maintaining consistency in the whole project.
Though there is no pre-established convention
for R, previous works provide an overview
(Baath, 2012), as well as packages, such as the
tidyverse’s style guide.

Testing

Current tests leave many relevant paths unex-
plored, often ignoring the testing of edge cases
and damaging the robustness of the code pack-
aged (Vidoni, 2021a; Russell et al., 2019)

All alternative paths should be tested (e.g.,
those limited by conditionals). Exceptional
cases should be tested; e.g., evaluating that a
function throws an exception or error when it
should, and evaluating other cases such as (but
not limited to), nulls, NAs, NaNs, warnings, large
numbers, empty strings, empty variables (e.g.,
character (@), among others.

Other specific testing cases, including perfor-
mance evaluation and profiling, discussed and
exemplified by Russell et al. (2019).

Table 3: Recommendations of best practices, according to the issues found in previous work and good
practices established in the SE community.
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This study (Pinto et al., 2018) was followed up to create a taxonomy of problems commonly
faced by scientific developers (Wiese et al., 2020). They worked with over 2100 qualitatively-reported
problems and grouped them into three axes; given the size of their taxonomy, only the larger groups
are summarised below:

* Technical Problems: represent almost two-thirds of the problems faced. They are related to
software design and construction, software testing and debugging, software maintenance and
evolution, software requirements and management, software build and release engineering,
software tooling” and others (e.g., licensing, CRAN-related, user interfaces).

* Social-Related Problems: they represent a quarter of the problems faced by developers. The
main groups are: publicity, lack of support, lack of time, emotional and communication and
collaboration.

e Scientific-Related Problems: are the smaller category related to the science supporting or moti-
vating the development. The main groups are: scope, background, reproducibility and data
handling, with the latter being the most important.

These two works provide valuable insight into scientific software developers. Like other works
mentioned in this article, albeit there are similarities with traditional software development (both in
terms of programming paradigms and goals), the differences are notable enough to warrant further
specialised investigations.

Towards Best Practices

Based on well-known practices for traditional software development (Sommerville, 2015), this Section
outlines a proposal of best practices for R developers. These are meant to target the weaknesses found
by the previous studies discussed in Section 2.2. This list aims to provide a baseline, aiming that
(through future research works) they can be improved and further tailored to the needs of scientific
software development and the R community in itself.

The practices discussed span from overarching (e.g., related to processes) to specific activities.
They are summarised in Table 3.

Call to Action

Scientific software and R programming became ubiquitous to numerous disciplines, providing essen-
tial analysis tools that could not be completed otherwise. Albeit R developers are reportedly struggling
in several areas, academic literature centred on the development of scientific software is scarce. As a
result, this Section provides two calls to actions: one for R users and another for RSE academics.

Research Software Engineering Call: SE for data science and scientific software development is
crucial for advancing research outcomes. As a result, interdisciplinary works are increasingly needed
to approach specific areas. Some suggested topics to kickstart this research are as follows:

* Lifecycles and methodologies for project management. Current methodologies focus on the demands
of projects with clear stakeholders and in teams of traditional developers. As suggested in
Section 2.3, many agile methodologies are suitable for smaller teams or even uni-personal devel-
opments. Studying this and evaluating its application in practice can prove highly valuable.

e Specific debts in scientific software. Previous studies highlighted the existence of specific types
of debt that are not often present in traditional software development (e.g., algorithm and
reproducibility) (Liu et al., 2020) and are therefore not part of currently accepted taxonomies
(Alves et al., 2016; Potdar and Shihab, 2014). Thus, exploring these specific problems can help
detect uncovered problems, providing viable paths of actions and frameworks for programmers.

 Distinct testing approaches. R programming is an inherently different paradigm, and current
guidance for testing has been developed for the OO paradigm. As a result, more studies are
needed to tackle specific issues that may arise, such as how to test visualisations or scripts
(Vidoni, 2021a), and how to move beyond coverage by providing tests that are optimal yet
meaningful Kiikava and Vitek (2018).

R Community Call: The following suggestions are centred on the abilities of the R community:

* Several packages remain under-developed, reportedly providing incomplete tools. This happens
not only in terms of functionalities provided but also on their documentation and examples. For
instance, developers disclosed that lack of specific examples was a major barrier when properly
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testing (Vidoni, 2021a). Extending the examples available in current packages can be achieved
through community calls, leveraging community groups’ reach, such as R-Ladies and RUGs (R
User Groups). Note that this suggestion is not related to package development guides but to a
community-sourced improvement of the documentation of existing packages.

¢ Additionally, incorporating courses in graduate school curricula that focus on “SE for Data
Science” would be beneficial for the students, as reported in other works (Pinto et al., 2018; Wiese
et al., 2020). However, this can only be achieved through interdisciplinary work that merges
specific areas of interest with RSE academics and educators alike. Once more, streamlined
versions of these workshops could be replicated in different community groups.

There is a wide range of possibilities and areas to work, all derived from diversifying R program-
ming and RSE. This paper highlighted meaningful work in this area and proposed a call-to-action to
further this area of research and work. However, these ideas need to be repeatedly evaluated and
refined to be valuable to R users.
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Packages Mentioned

The following packages were mentioned in this article:

* covr, for package coverage evaluation. Mentioned by Kiikava and Vitek (2018) and Codabux
et al. (2021). Available at: https://cran.r-project.org/web/packages/covr/index.html.

¢ genthat, developed by Krikava and Vitek (2018), to optimise testing suits. Available at https:
/ / github.com /PRL-PRG/genthat.

¢ pkgdown for package documentation. Mentioned by Codabux et al. (2021) as part of documen-
tation debt. Available at: https://cran.r-project.org/web/packages/pkgdown/index.html.

* roxygen2, for package documentation. Recommended in Section 2.3, and mentioned as exam-
ples of design and documentation debt by Codabux et al. (2021). Available at https://cran.r-
project.org/web/packages/roxygen2/index.html.

e testthat, most used testing tool, according to findings by Vidoni (2021a). Mentioned when
discussing testing debt by Codabux et al. (2021). Available at https://cran.r-project.org/web/
packages/testthat/index.html.

e tidyverse, bundling a large number of packages and providing a style guile. Mentioned in
Section 2.3. Available at: https://cran.r-project.org/web/packages/tidyverse/index.html.
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We Need Trustworthy R Packages

by William Michael Landau

Abstract There is a need for rigorous software engineering in R packages, and there is a need for
new research to bridge scientific computing with more traditional computing. Automated tools,
interdisciplinary graduate courses, code reviews, and a welcoming developer community will continue
to democratize best practices. Democratized software engineering will improve the quality, correctness,
and integrity of scientific software, and by extension, the disciplines that rely on it.

Commentary

Most contributors to R (R Core Team, 2021) do not see themselves as software engineers. In a
way, this is part of the success of the language. As Dr. Vidoni explains, R developers are usually
statisticians, economists, geneticists, ecologists, psychologists, sociologists, archaeologists, and other
quantitative scientists who collectively pool a staggering diversity of academic knowledge into a
cohesive repository of interoperable software packages. This rich ecosystem attracts a diverse user
base and spurs popularity on a global scale.

But quality software still requires software engineering: specification, design, implementation,
version control, testing, profiling, benchmarking, and documentation to produce packages worthy of
trust. And because of its explosive adoption in recent decades, R needs trustworthy packages now
more than ever. In the life sciences, for example, researchers increasingly use R to design, simulate,
and analyze clinical trials (The R Foundation for Statistical Computing (2021), Nicholls et al. (2021),
Gans et al. (2021), Wassmer and Pahlke (2021)). The resulting claims about safety and efficacy influence
the medical treatments of millions of patients.

Fortunately, software engineering has begun to spread among self-described non-engineers. Work-
flow packages such as testthat (Wickham, 2011) and covr (Hester, 2020) identify essential but accessible
practices and adapt them to an R-focused audience. On top of the popular packages that the article
cites, newer specialized ones are under active development. One such example is autotest (Padgham,
2021), which automatically generates testing specifications that help developers identify uncommon
boundary cases in statistical packages. Another is valtools (IHughes et al., 2021), a validation frame-
work in which package developers declare formal requirements and explicitly map each requirement
to one or more unit tests. valtools, part of the Pharmaceutical Users Software Exchange (PHUSE,
Tinazzi et al. (2008)), was created to help R developers in the life sciences meet the requirements of
regulatory authorities such as the United States Food and Drug Administration.

Still, key engineering issues remain underexplored for R, many of which fall outside the scope of
the article. For example, what are the best ways to translate the logic of an algorithm into a collection
of concise pure functions with sufficient encapsulation? Under what circumstances is it beneficial
to clone an external function? (Claes et al. (2015) argue that cloning is not always harmful.) When
is it appropriate to use ordinary functions, generic function object-oriented programming, e.g. S3
(Chambers, 2014), or more traditional message-passing OOP, e.g. R6 (Chang, 2020)? Which design
patterns are available for OOP and functional programming, how do they apply to R specifically,
and which problems can they solve in real-life statistical modeling packages? When an anti-pattern
is identified and classified, how can a technical debt taxonomy offer tailored recommendations for
refactoring? How exactly does a package author write a specification to communicate the package’s
architecture and design principles to other developers? How do developers find optimal tradeoffs
among automation, coverage, and computation time in unit testing?

As Dr. Vidoni points out, additional research may help translate long-established aspects of tradi-
tional software development to the world of R, and graduate courses may help instill this knowledge
in new generations of quantitative scientists. Courses could borrow heavily from traditional computer
science, especially the long history of object-oriented programming and functional programming. And
just a little bit of exposure to a language like Haskell (Marlow, 2010), C++ (Stroustrup, 2013), Java
(Gosling et al., 2015), or Python (Rossum, 1995) can help foster a well-rounded perspective. Even if
students abandon these languages later on, they will retain pertinent concepts that R programmers
seldom consciously utilize: for example, how immutable bindings serve as helpful guardrails in
functional programming.

Code review, which the R community underutilizes, also aligns with the article’s call to action.
Reviews typically happen during a formal gatekeeping process, such as acceptance into CRAN (CRAN
Volunteers, 2021), Bioconductor (Huber et al., 2015), or rOpenSci (Ram et al., 2019), or within small
teams in order to expedite specific deliverables. There is usually a clear extrinsic need and a clearly
identified expected extrinsic outcome. Pedagogical retrospectives are far less common, especially
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across different organizations, but they can be eye-opening experiences that substantially improve the
awareness and capabilities of the mentees.

New social technologies could increase the frequency and effectiveness of code reviews and raise
the collective software engineering skill level. For example, conferences in R, Statistics, and related
fields could organize code review workshops, where mentees bring their own projects and experienced
mentors provide in-person one-on-one feedback. In fact, entire R conferences could be dedicated to
code review. Precedents include the Tidyverse Developer Day (Wickham et al., 2020) and the rOpenSci
Unconference (rOpenSci, 2018), in which participants spend the majority of their time collaboratively
working on code.

It is also possible to systematize an ongoing community-driven code review process for packages
in public repositories. A fit-for-purpose public online forum could carry out ad hoc code reviews, and
much like Stack Overflow, support a reward and reputation system for both mentors and mentees. A
working group, possibly funded by the R Consortium (R Consortium, 2021) or similar, could kickstart
the forum by selecting packages from CRAN, GitHub, etc. and inviting the authors to participate.

In summary, there is a need for rigorous software engineering in R packages, and there is a
need for new research to bridge scientific computing with more traditional computing. Automated
tools, interdisciplinary graduate courses, code reviews, and a welcoming developer community will
continue to democratize best practices. Democratized software engineering will improve the quality,
correctness, and integrity of scientific software, and by extension, the disciplines that rely on it.
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The R Developer Community Does Have a

Strong Software Engineering Culture
by Maélle Salmon and Karthik Ram

Abstract There is a strong software engineering culture in the R developer community. We recommend
creating, updating and vetting packages as well as keeping up with community standards. We invite
contributions to the rOpenSci project, where participants can gain experience that will shape their
work and that of their peers.

Introduction

The R programming language was originally created for statisticians, by statisticians, but evolved over
time to attract a “massive pool of talent that was previously untapped” (Hadley Wickham in Thieme
(2018)). Despite the fact that most R users are academic researchers and business data analysts without
a background in software engineering, we are witnessing a rapid rise in software engineering within
the community. In this comment we spotlight recent progress in tooling, dissemination and support,
including specific efforts led by the rOpenSci project. We hope that readers will take advantage of and
participate in the tools and practices we describe.

The modern R package developer toolbox: user-friendlier, more comprehensive

The basic infrastructure for creating, building, installing, and checking packages has been in place
since the early days of the R language. During this time (1998-2011), the barriers to entry were very
high and access to support and Q&A for beginners were extremely limited. With the introduction of
the devtools (Wickham et al., 2021b) package in 2011, the process of creating and updating packages
became substantially easier. Documentation also became simpler to maintain. The roxygen2 (Wickham
et al., 2021a) package allowed developers to keep documentation in sync with changes in code, similar
to the doxygen approach that was embraced in more mature languages. Combined with the rise
in popularity of StackOverflow and the growth of rstats blogs, the number of packages on the
Comprehensive R Archive Network (CRAN) skyrocketed from 400 new packages in 2010 to 1000 new
packages by 2014. As of this writing, there are nearly 19k packages on CRAN.

For novices without substantial software engineer experience, the early testing frameworks were
also difficult to use. With the release of testthat (Wickham, 2011), testing also became smoother. There
are now several actively maintained testing frameworks such as tinytest (van der Loo, 2020); as well
as testthat-compatible specialized tooling for testing database interactions (dittodb (Keane and Vargas,
2020)), web resources (ver (Chamberlain, 2021)), httptest (Richardson, 2021), and webfakes (Csardi,
2021) which enables the use of an embedded C/C++ web server for testing HTTP clients like httr2
(Wickham, 2021)).

The testthat package has recently been improved with snapshot tests that make it possible to test
plot outputs. The rOpenSci project has released autotest (Padgham, 2021), a package that supports
automatic mutation testing.

Beyond checking for compliance with R CMD CHECK, several other packages such as good-
practice (Csardi and Frick, 2018), riskmetric (R Validation Hub et al., 2021), tOpenSci’s pkgcheck
(Padgham and Salmon, 2021) check packages against a large list of actionable, community recom-
mended best practices for software development. Collectively these tools allow domain researchers to
release software packages that meet high standards for software engineering.

The development and testing ecosystem of R is rich and has sometimes borrowed successful
implementations from other languages (e.g. the vcr R package is a port, i.e. translation to R, of the ver
Ruby gem; testthat snapshot tests were inspired by JS Jest').

Emergence of a welcoming community

As underlined in Thieme (2018), community is the strong suit of the R language. Many organizations
and venues offer dedicated support for package developers. Examples include Q&A on the r-package-
devel mailing list’, and the package development category of the RStudio community forum®, and

1https://www.tidyverse4org/blog/2®2®/1®/testthatf3*@*@/#snapshotftesting
thtps://stat.ethz.ch/mailman/listimfo/rfpackagefdevel
3https://community.rstudio.com/c/packagefdevelopment/11
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the rstats section of StackOverflow”. Traditionally, R package developers have been mostly male
and white. Although the status quo remains similar, efforts from groups such as R-Ladies’ meetups,
Minorities in R (Scott and Smalls-Perkins, 2020), and the package development modules offered by
Forwards for underrepresented groups® have made considerable inroads towards improving diversity.
These efforts have worked hard to put the spotlight on developers beyond the “usual suspects”.

rOpenSci community and software review

The rOpenSci organization (Boettiger et al., 2015) is an attractive venue for developers & supporters
of scientific R software. One of our most successful and continuing initiatives is our Software Peer
Review system (Ram et al., 2019), a combination of academic peer-review and code review from
industry. About 150 packages have been reviewed by volunteers to date, creating better packages as
well as a growing knowledgebase in our development guide (rOpenSci et al., 2021) while also building
a living community of practice.

Our model has been the fundamental inspiration for projects such as the Journal of Open Source
Software (Smith et al., 2018), and PyOpenSci [Wasser and Holdgraf (2019)](Trizna et al., 2021). We
are continuously improving our system and reducing cognitive overload on editors and reviewers by
automating repetitive tasks. Most recently we have expanded our offerings to peer review of packages
that implement statistical methods (Statistical Software Peer Review) (Padgham et al., 2021).

Beside software review, rOpenSci community is a safe, welcoming and informative place for package
developers, with Q&A happening on our public forum and semi-open Slack workspace. (Butland and
LaZerte, 2020)

Creation and dissemination of resources for R programmers

The aforementioned tools, venues and organizations benefit from and support crucial dissemination
efforts.

Publishing technical know-how is crucial for progress of the R community. R news has been circulating
on Twitter’, R Weekly” and R-Bloggers’. Some sources have been more specifically aimed at R package
developers of various experience and interests. While “Writing R Extensions” '" is the official &
exhaustive reference on writing R packages, it is a reference rather than a learning resource: many
R package developers, if not learning by example, get introduced to R package development via
introductory blog posts or tutorials, and the R packages book by Hadley Wickham and Jenny Bryan
[Wickham (2015)](Wickham and Bryan) that accompany the devtools suite of packages is freely
available online and strives to improving the R package development experience. The rOpenSci guide
“1OpenSci Packages: Development, Maintenance, and Peer Review” (1OpenSci et al., 2021) contains our
community-contributed guidance on how to develop packages and review them. It features opinionated
requirements such as the use of roxygen2 (Wickham et al., 2021a) for package documentation; criteria
helping make an informed decision on gray area topics such as limiting dependencies; advice on widely
accepted and emerging tools. As it is a living document also used as reference for editorial decisions, we
maintain a changelog1 I and summarize each release in a blog postlz. rOpenSci also hosts a book on a
specialized topic, HTTP testing in R'%, that presents both principles for testing packages that interact
with web resources, as well as relevant packages. Beside these examples of long-form documentation,
knowledge around R software engineering is shared through blogs and talks. In the R blogging world,
the rOpenSci blog posts'*, technical notes'” and a section of our monthly newsletter'® feature some
topics relevant to package developers, as do some of the posts on the Tidyverse blog'”. The blog of the
R-hub projec’tl 8 contains information on package development topics, in particular about common
problems such as sharing data via R packages or understanding CRAN checks. Expert programmers

4https://stackoverflow.com/questions/tagged/r?tab:Newest
Shttp://rladies.org/
bhttps://buzzrbeeline.blog/2021/02/09/r-forwards-package-development-modules-for-women-and-
other-underrepresented-groups/
7https://www.t4rstats.com/
8https://rweekly.org/
Shttps://www.r-bloggers.com/
Whttps://cran.r-project.org/doc/manuals/R-exts.html
Hhttps://devguide.ropensci.org/booknews. html
2https://ropensci.org/tags/dev-guide/
13https://books.ropensci.org/http—testing/
14https://ropensci.org/blog/
1Shttps://ropensci.org/technotes/
16https://ropensci.org/news/
https://www.tidyverse.org/categories/programming/
Bhttps://blog.r-hub.io/post/
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have been sharing their R specific wisdom as well as software engineering lessons learned from other
languages (e.g. Jenny Bryan’s useR! Keynote address “code feels, code smells” ).

Conclusion

In summary, we observe that there is already a strong software engineering culture in the R developer
community. By surfacing the rich suite of resources to new developers we can but only hope the future
will bring success to all aforementioned initiatives. We recommend creating, updating and vetting
packages with the tools we mentioned as well as keeping up with community standards with the
venues we mentioned in the previous section. We invite contributions to the rOpenSci project, where
participants can gain experience that will shape their work and that of their peers. Thanks to these
efforts, we hope the R community will continue to be a thriving place of application for software
engineering, by diverse practitioners from many different paths.
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The R Quest: from Users to Developers

by Simon Urbanek

Abstract R is not a programming language, and this produces the inherent dichotomy between
analytics and software engineering. With the emergence of data science, the opportunity exists to
bridge this gap, especially through teaching practices.

Genesis: How did we get here?

The article “Software Engineering and R Programming: A Call to Action” summarizes the dichotomy
between analytics and software engineering in the R ecosystem, provides examples where this leads
to problems and proposes what we as R users can do to bridge the gap.

Data Analytic Language

The fundamental basis of the dichotomy is inherent in the evolution of S and R: they are not program-
ming languages, but they ended up being mistaken for such. S was designed to be a data analytic
language: to turn ideas into software quickly and faithfully, often used in “non-programming” style
(Chambers, 1998). Its original goal was to enable the statisticians to apply code which was written in
programming languages (at the time mostly FORTRAN) to analyze data quickly and interactively - for
some suitable definition of “interactive” at the time (Becker, 1994). The success of S and then R can be
traced to the ability to perform data analysis by applying existing tools to data in creative ways. A data
analysis is a quest - at every step we learn more about the data which informs our decision about next
steps. Whether it is an exploratory data analysis leveraging graphics or computing statistics or fitting
models - the final goal is typically not known ahead of time, it is obtained by an iterative process of
applying tools that we as analysts think may lead us further (Tukey, 1977). It is important to note that
this is exactly the opposite of software engineering where there is a well-defined goal: a specification
or desired outcome, which simply needs to be expressed in a way understandable to the computer.

Freedom for All

The second important design aspect rooted in the creativity required is the freedom the language
provides. Given that the language can be computed upon means that a given expression may have
different meaning depending on how the called function decides to treat it and such deviations are
not entirely uncommon, typically referred to as non-standard evaluation. Probably the best example is
the sub-language defined by the data.table package (Dowle and Srinivasan, 2021) featuring the :=
operator which is parsed, but not even used by the R language.

Analogously, there is no specific, prescribed object system, but rather one is free to implement any
idea desirable, as witnessed by the fact that there are more than a handful of object system definitions
available in R and contributed packages. This freedom is what makes R great for experimentation
with new ideas or concepts, but very hard to treat as a programming language.

We have a language that is built on the idea of applying tools and which allows freedom to express
new ideas so the last important step is how to define new tools. R add-on packages (R Core Team, 2021)
are the vehicle by which new tools can be defined and distributed to R users. Note that true to design
goals, packages are not limited to R code but rather can also include code written in programming
languages such as C, C++ or Fortran. That in turn makes it possible to write packages that expand the
scope of tools to other languages such as Java with Rjava (Urbanek, 2021) or Python with reticulate
(Ushey et al., 2022) simply by creating an R package which defines the interface.

Sharing Packages

But this is also where we are entering the realm of software engineering. Now we are in the business
of defining the tools as opposed to just using the tools. It also means that the tools have to worry
about programming interfaces, defining behavior and all those pesky things we as statisticians don’t
want to worry about. Although we originally started as R users, the moment we want to share any
re-usable piece of code with others we are becoming developers. Since no developer would mistake R
for a programming language, it is analysts with background in various fields which use statistics one
way or another that are more likely to use R. However, as we become more comfortable with R, we
start using it as a programming language, not just analytic language, often because it is simply more
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convenient than having to learn a programming language. This explains the empirical evidence (Pinto
et al., 2018) of R package authors not being trained software engineers, but often scientists from other
fields and any consequences thereof.

However, as R packages started to emerge, it became clear that a loosely coupled structure is not
enough and have to introduce software engineering concepts such as documentation and testing. R
includes tools for automated checking for packages to be able to provide at least some basic guarantees.
Packages provide examples which are supposed to be illustrative, but soon were used to perform
limited testing. R itself is using the same package structure and it was clear early that a test suite is
important and so was introduced. Consequently, the same facilities were available to packages, but
only very few were using it. There are, however, no built-in tools for creating test suites. In core R
those are hand-curated by experienced developers, but that does not scale to package space.

Over 18,000 packages are now present in the Comprehensive R Archive Network (CRAN), a
repository which has arguably played major role in the success of R (Hornik and Leisch, 2002). This is
not only a valuable resource for users, but today this rich collection of contributed R code in being
used as an automated test-suite for R. This is no coincidence, the importance of software engineering
concepts has been identified by the CRAN team long time ago and the tools in R have been enhanced
for that purpose (Hornik, 2016). CRAN has been an invaluable asset for the development of R based
on examples and limited tests alone. It allows us the R Core Team to test changes in R against code
that was written by ingenious people that do not necessarily follow documentation, but instead write
code that seems to work - possibly in ways not intended in the first place. Consequently, improving
the quality and coverage of tests in packages has not only positive impact on the individual package,
but on the quality of the entire CRAN ecosystem and R itself.

CRAN performs reverse-dependency checks where packages are not allowed to break dependent
package which is an important software engineering concept. One can see CRAN as performing
continuous integration and continuous testing if we consider all submitted packages as one big project.
This is not universally liked among package authors, though. Some find it too tedious to be responsible
for software in the way a software engineer would be - a concern which is also highlighted by the
article.

Steal and Borrow

One perhaps surprising finding of the article was the analysis of code fragment re-use (Claes et al.,
2015). A quite recent example how dangerous such practice is was a piece of badly written JavaScript
code from Stack Overflow (StackOverflow) which was copied so often that it made it into the popular
Unity game engine, effectively forcing browsers to lie about macOS versions (Chromium Bugs) just
to not break millions of released products. R code fragments are less likely to have such world-wide
impact, but can be equally frustrating. The historically relatively high cost of loading other packages
was an incentive to simply copy fragments instead, but the performance impact has been diminishing
with advancements in the R implementation. Still, I believe the exact reasons for fragment re-use
deserve further examination and may reveal other, more benign motives.

Every Project Needs a Conductor

Another good example of introducing software engineering principles into the R world successfully is
the Bioconductor project (Gentleman et al., 2004). The authors realized early that the project is too big
for it to allow organic growth and have strongly encouraged the use of the S4 class system to build a
class hierarchy specific to the tasks common to the Bioconductor packages. This enabled optimizations
of implementation as a core part of the system as opposed to individual approaches in each package.
Bioconductor was also encouraging unit tests and has maintained a build and reporting system similar
to that of CRAN, in the early days even pioneering functionality that was later added to core R.

The Gospel of Data Science

I believe the Call to Action is a very timely contribution. Many R users start as statisticians or data
analysts in some domain since that is the main strength of R. Consequently, a lot of R code is never
publicly visible. Code written for data analyses is not software development and is not published as
software. So any global statistics about R code have to be taken with that in mind. When considering R
packages we are talking only about a fraction of the code written in R. However, building new tools is
an important part of the R ecosystem and it has to be made clear that it is different from data analysis
and thus requires different skills and tools.
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The main realization here is that at some point an R user may become an R developer, crossing the
line from analysis into software engineering. And we are often unprepared for that, in part because
of our diverse background. When I asked my junior colleagues at the Labs what they find most
challenging yet valuable, the top item was learning software engineering skills on the job. We were
lucky to have both the authors of S as well as the authors of Unix on the same floor, so we were able
to bridge the gap, but generally our schools don’t prepare for that. That’s why I believe we must
teach statistical computing together with software engineering skills such as re-usability and testing
concepts. The current popularity of data science which bridges both worlds is a good excuse to make
it actually happen in practice.
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Rejoinder: Software Engineering and R

Programming
by Melina Vidoni

Abstract It is a pleasure to take part in such fruitful discussion about the relationship between Software
Engineering and R programming, and what could be gain by allowing each to look more closely at the
other. Several discussants make valuable arguments that ought to be further discussed.

The Roles

It is worth arguing about the difference between research software engineers and software engineer-
ing researchers. While the former can be anyone developing scientific software for computation/data
sciences (regardless of their technical background or "home" discipline), the latter are academics
investigating software engineering in different domains.

Software engineering researchers aim to produce research that is translatable and usable by practition-
ers, and when investigating R programming (or any other type of scientific software) the "practitioners"
are research software engineers. This distinction is relevant as one cannot work without the other. In
other words, software engineering researchers ought to study research software engineers such like they
study, e.g., a web developer, with the goal of uncovering their "pain points" and propose a solution to
it. Likewise, research software engineers depend on software engineering researchers and expect them to
produce the new knowledge they need.

However, what a research software engineer will vary by the programming language they use, and
what they aim to achieve with it. In terms of R programming, as one discussant pointed, there can be
a difference between an "R user" (which uses R to perform data analysis) and an "R developer" (which
besides using the language, also develops it by creating publicly shared packages). However, to this
extent, research has used both terms interchangeably, which leads to a possible avenue of work in
terms of "human aspects of R programming".

The Software

This is where the next link appears—the tools and packages mentioned in the commentaries were
developed with the intention of translating/migrating knowledge acquired/produced by software
engineering researchers to the domain of R programming, and to be used by research software engineers.
For example, the package covr streamlines the process of calculating the unit testing coverage of
a package, and the original papers presenting such measures can be tracked down to the late "80s
(Frankl and Weyuker, 1988; DeMillo, 1987). Albeit it is known coverage as a measure evolved and
changed over time (and continues to do so), it is an excellent example of the outcome produced by
software engineering researchers that successfully translated their findings to "practitioners” (in this case,
research software engineers).

Therefore, a package is part of the "translation” of the knowledge acquired through software
engineering research, into an accessible, usable framework. However, the tool itself is not enough-
without the "environment" changing, growing, and learning, the tool may not be used to its full
potential. Note that "environment" is used to refer (widely and loosely) to a person’s programming
habits, acceptance to change, past experiences (e.g., time/effort spent in solving a bug, or domains
worked on), and even the people around them (e.g., doing/not doing something because of what
others do/do not do) that influence their vision, attitude and expectations regarding programming.

Moreover tools and packages are not finite, static elements-because they are software, they evolve.
And when the requirements of a community change, so must do so the tools. This act as a reminder
to not assign a "silver bullet" status to a tool meant to solve a particular, static problem, when it
has been known that software (and thus the practices to develop it) evolve, and may even become
unmanageable, never to be fully solved (Brooks, 1987).

The Goal

Another related aspect is that "scientific software" has broader, different goals than "traditional"
(namely, non-scientific) software development-it has been argued that "scientific software develop-
ment" is concerned with knowledge acquisition rather than software production (Kelly, 2015); e.g. a
"tool" can be an RMarkdown document that allows performing an analysis (hence, using the language).

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859



Di1SCUSSION ARTICLE

26

Related to this, "scientific software" uses diverse paradigms, such as literate programming (which has
been considered a programming paradigm for a few decades (Cordes and Brown, 1991)) and scripting
(which in turn, continues to elicit mixed stances from software engineering researchers (Loui, 2008)) with
goals different to "traditional software".

Thus, what "software engineering practices" mean for "scientific software" remains ambiguous, and
some authors have argued that the "gap" between software engineering and scientific programming
threatens the production of reliable scientific results (Storer, 2017). The following are some example
questions meant to illustrate how these other aspects of "scientific software" may still be related to
software engineering practices:

Could text in a literate programming file be considered documentation? Is scripting subjected to
code-smell practices like incorrect naming or code reuse? Does self-admitted technical debt exists in
literate/scripting programming? What is the usability of a literate programming document? Should
analytical scripts be meant for reuse?

The original article was intended to highlight some of the efforts made by software engineering
researchers to bridge this gap of software engineering knowledge for "scientific programming". Nonethe-
less, software engineering researchers have perhaps focused more strongly on R packages because of their
similarities to their current research (namely, "traditional software" development), thus making the
translation of knowledge slightly more straightforward. Approaching other aspects, paradigms, tools
and process of "scientific software" development still remains a gap on research that should be further
studied.

The Community

The community is the next link in this chain-they motivate software engineering researchers" investiga-
tions, are the subjects, and the beneficiaries. Yet many times, they can also be the cause of their own
"pain points". For example, research has shown that although StackOverflow is nowadays a staple
for any programmer, many solutions derived from it can be outright insecure (Rahman et al., 2019;
Fischer et al.,, 2017; Acar et al., 2016), have poor quality and code smells (Zhang et al., 2018; Meldrum
et al., 2020), be outdated (Zhang, 2020; Zerouali et al., 2021), or have low performance (Toro, 2021),
among others. This is but a facet of the concept of "there is no silver bullet" (Brooks, 1987), and the
only way of solving such situation (partially, and temporarily) is to look at it from multiple points of
views. This action is what the original paper aimed to highlight.

Final words

In the end, the differences between software engineering researchers and research software engineers are
blurry, and the translation of concepts from "traditional software" development/research to "scientific
software" development/research may not be as straightforward as both groups of stakeholders
consider. However, for the R community to continue evolving, both can (and should) work together
and learn from the other.
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g2f as a Novel Tool to Find and Fill Gaps
in Metabolic Networks

by Daniel Osorio, Kelly Botero, Andrés Pinzon Velasco, Nicolds Mendoza-Mejia, Felipe Rojas-
Rodriguez, George Barreto and Janneth Gonzdlez

Abstract During the building of a genome-scale metabolic model, there are several dead-end metabo-
lites and substrates which cannot be imported, produced, nor used by any reaction incorporated in
the network. The presence of these dead-end metabolites can block out the net flux of the objective
function when it is evaluated through Flux Balance Analysis (FBA), and when it is not blocked, bias
in the biological conclusions increase. In this aspect, the refinement to restore the connectivity of
the network can be carried out manually or using computational algorithms. The g2f package was
designed as a tool to find the gaps from dead-end metabolites and fill them from the stoichiometric
reactions of a reference, filtering candidate reactions using a weighting function. Additionally, this
algorithm allows downloading all the sets of gene-associated stoichiometric reactions for a specific
organism from the KEGG database. Our package is compatible with both 4.0.0 and 3.6.0 R versions.

Introduction

Genome-scale metabolic models (GEMs) are multi-compartment metabolic reconstructions that specify
the set of chemical reactions catalyzed by an organism (usually hundreds to thousands) covering
the metabolic biochemical molecular function of a complete genome (Szappanos et al., 2011). The
main goal of these reconstructions is to relate the genome of a given organism with its physiology,
incorporating every metabolic transformation that this organism can perform (Agren et al., 2013; Chen
et al,, 2012). The GEMs are converted into computational models for the simulation of a species-
specific metabolism in order to gain insight into the complex interactions that give rise to the metabolic
capabilities (Alper et al., 2005; Fong et al., 2005; Cook and Nielsen, 2017). The predictive accuracy of a
model depends on the comprehensiveness and biochemical fidelity of the reconstruction (Thiele et al.,
2014).

The GEM construction process can be divided into two fundamental stages: (1) The generation of
a draft of the reconstructed network. Here, the reactions associated with the enzymes that participate
in the metabolism of a particular organism are downloaded from specialized databases such as KEGG,
MetaCyc, or ModelSEED (Pham et al., 2019; van Steijn et al., 2019). (2) A refinement of the network is
done manually or through the use of computational algorithms (Pham et al., 2019; van Steijn et al.,
2019). Similar steps are performed during the construction of a tissue-specific metabolic reconstruction,
defined as the subset of reactions included in a genome-scale metabolic reconstruction that are highly
associated with the metabolism of a specific tissue (Palsson, 2009; Schultz and Qutub, 2016; van Steijn
etal., 2019). These are constructed from the measured gene expression or proteomic data allowing
researchers to characterize and predict the metabolic behavior of tissue under any physiological
conditions Ataman et al. (2017). It is important to highlight that a drawback of this approach arises
from the fact that only the reactions associated with specific enzymes or genes can be mapped from
the measured data. Therefore, the spontaneous and non-facilitated-transport reactions are missing in
the first stages (Schultz and Qutub, 2016).

If all relevant exchange reactions are available, a high-quality model is expected to be able to carry
flux in all its reactions (Agren et al., 2013); thus, a refinement stage in the reconstruction is required
to restore the connectivity of the network. In this aspect, the gaps in the draft reconstruction are
identified, and candidate reactions to fill the gaps are found using literature and metabolic databases
(Satish Kumar et al., 2007; Thiele and Palsson, 2010). The network gaps can be associated with dead-
end metabolites, which cannot be imported nor produced by any of the reactions in the network, or
metabolites that are not used as substrates or released by any of the reactions. The presence of this
type of metabolites can be problematic when the metabolic network is transformed into a steady-
state metabolic model; mainly because flux through the network is blocked due to the incomplete
connectivity with the rest of the network. Therefore, it is not possible to accurately optimize the
metabolic flux distribution under an objective function, increasing the bias in the biological conclusions
obtained from the reconstruction (Satish Kumar et al., 2007).

A manual refinement can be performed as an iterative process to assemble a higher confidence
compendium of organism-specific metabolic reactions on a draft metabolic reconstruction (Bateman,
2010; Heavner and Price, 2015; Howe et al., 2008). Since the network reconstructions typically involve
thousands of metabolic reactions, the model refinement can be a very complex task, which not only
requires plenty of time and intensive use of available literature, databases, and experimental data
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(Heavner and Price, 2015; Lakshmanan et al., 2014) but also can lead to the introduction of new errors
and to overlook old ones (Agren et al., 2013; Machado et al., 2018). These metabolic network gap
refinement can also be performed using several algorithms developed for open.source environments,
such as Python and GAMS, or in a closed-source environment such as MATLAB (Wang and Marci,
2018). Commonly implemented algorithms are mainly based on optimization procedures to fill the
gaps that allow the production of a specific metabolite or give flux for a single biological objective
function. Other algorithms modify the directionality of reactions or add new reactions to the model
without associated evidence (Table 1)

Algorithm Implementation (Open source)
Package Environment | Package | Environment
"SMILEY" COBRApy Python Yes Yes
"gapFind" and "gapFill" - GAMS - Yes
"growMatch" COBRApy Python Yes Yes
"fastgapfill" openCOBRA MATLAB Yes No

Table 1: Description and comparison of the methods used for gap find and filling. The available
algorithms are presented under the different environments.

Table 1 listed the four most used algorithms for gap filling across three environments. SMILEY,
developed by Reed et al. (2006), identifies the minimum number of reactions required to allow
the model a specific metabolite production through an optimization function. Reactions to fill the
gaps are identified from a universal database of stoichiometric reactions, and the process is carried
out one metabolite per time (user-defined). Alternatively, "gapFind" and "gapFill" in GAMS were
developed by Satish Kumar et al. (2007) and identified the metabolites ('gapFind’) in the metabolic
network reconstruction, which cannot be produced under any uptake conditions in both single and
multicompartment. Subsequently, ‘gapFill” identify the reactions from a customized multi-organism
database that restores the connectivity of these metabolites to the original network using optimization-
based procedures. In the process, the procedure makes several intra-model modifications such as: (1)
modify the directionality of the reactions in the model, (2) add fake external transport mechanisms,
and (3) add fake intracellular transport reactions in multicompartment models. "growMatch" was
developed by Kumar and Maranas (2009), and it identifies the minimum number of reactions required
to allow the model flux to a selected objective function through an optimization algorithm. Reactions
to fill the gaps are identified from a universal database of stoichiometric reactions. The process is
carried out with one objective function per time (user-defined). Finally, developed by Thiele et al.
(2014), the "fastGapFill” algorithm identifies the blocked reactions through an optimization procedure.
It searches candidate reactions to fill the gaps in a universal database of stoichiometric reactions
through the "fastCore” algorithm. This second algorithm computes a compact flux consistent model
and uses it to filter and determine the reactions to be added. In the filling process, fake transport
reactions between compartments are added.

In this aspect, and with the aim of offering an open-source tool that improves the refinement of
drafts network reconstructions and the depuration of metabolic models under the R environment,
we introduce the g2f R package. This tool includes five functions to identify and fill gaps, calculate
the additional cost of a reaction, and depurate metabolic networks of blocked reactions (no activated
under any scenario). The implemented gapFill algorithm in g2f identifies the dead-end metabolites and
traces them in a universal database of stoichiometric reactions used as a reference to select candidate
reactions to be added. Selected reactions are then filtered by the function additionCost considering
metabolites present in the original reconstruction to minimize the number of new metabolites to be
added. The function calculates the cost of adding a reaction by dividing the amount of non-included
metabolites in the reference metabolic network over the total number of metabolites involved in the
reaction. The latter is done to minimize the number of false-positive metabolites that could increase
the number of new gaps in the model. Also, blockedReactions search for blocked reactions, so gapFill
can fill blocked paths in the network. Finally, getReactionsList extracts the reactions from the model
in the form of a list of strings, so it can be easily compared with the list of reactions obtained from
getReference, which downloads specific stoichiometric matrices from KEGG in order to reconstruct
specific organism models.

Installation and Functions

The g2f package is available for download and installation from the Comprehensive R Archive
Networks (CRAN, Hornik (2012)). This package is compatible with R 3.6.0 and 4.0.0 versions. To get
the latest stable version of g2f, install it directly from GitHub:
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Workflow

Input: A sybil metabolic model.

1. with getReference: Reference reactions list is retrieved from KEGG database.
2. with blockedReactions: Check if there is any dead-end metabolite, the results
serve as a guide to the user.

3. with getReactionsList: List of reactions is extracted from input metabolic
model.

4. with additionCost: The addition cost for the reference reactions list can be
calculated to do a manual check.

5. with gapFill: Find dead-end metabolites and fill the gaps with reactions
from the reference list, which are below the addition cost treshold defined.

Loop user defined times (default = 5)
5.1. Searches dead-end reactants and products.
5.2. Calculates the additional cost of the reference reactions.
5.3. Filters reference reactions with a cost above the threshold.
5.4. Selects the filtered reactions that have any orphan reactant or product.
5.5. Fills the gaps in the model with the selected reactions.
Output: List of the added reactions with their additional costs

Table 2: Workflow of g2f packet

# Install 'devtools' R Package
R> install.packages('devtools')

# Install 'g2f' package

R> setRepositories(ind=1:2)

R> devtools::install_github('gibbslab/g2f")
R> library('g2f")

g2f includes 5 functions in order to identify gaps (metabolites not produced or not consumed
in any reaction) and fill the gaps from a reference metabolic reconstruction. Briefly, the gap-filling
reconstruction is based on the stoichiometric reaction matrix either from a specific model or by the
complete set of gene-associated stoichiometric reactions for a specific organism from the KEGG
database using a weighting function. Table 3 summarizes the functions contained in the g2f R package.

Function Description

blockedReactions | Identifies blocked reactions in a metabolic network.
additionCost Calculates the cost of addition of a stoichiometric reaction.
getReactionsList | Extract the reaction list from a model.

getReference Download all stoichiometric reactions from the KEGG database.
gapFill Find and fill gaps in a metabolic network.

Table 3: Descriptions of g2f available functions.

Downloading reference data from KEGG database

The KEGG database is a resource, widely used as a reference in genomics, metagenomics, metabolomics,
and other studies. Moreover, KEGG has been used for modeling and simulation in systems biology;,
specifically in GEMs (Kanehisa, 2006; Kanehisa et al., 2016; Martin-Jiménez et al., 2017). Currently, the
database includes complete genomes, biological pathways, and the associated stoichiometric reactions
for 542 eukaryotes, 5979 bacteria, and 334 archaea. The g2f’s getReference function downloads all the
gene-associated KeggOrthology (KO) stoichiometric reactions from KEGG and their correspondent
E.C. numbers for a customized organism, through the use of KEGG organism ID. Based on the KOs
associated with the reactions, their respective gene-protein-reaction is constructed as follows: all genes
associated with a given KO are linked by an AND operator. After that, when a reaction has more than
one associated KO, previously linked genes are now joined by an OR operator. As an example, to
download all the stoichiometric reactions (1492) associated with Escherichia coli, just type:

R> e.coli <- getReference(organism = "eco”
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Identify blocked reactions

To identify the blocked reactions included in a metabolic model, the blockedReactions function sets
each one of the reactions included in the model (one at the time) as the objective function and optimizes
the system through Flux Balance Analysis (FBA). Reactions that are not participating in any possible
solution during all evaluations are returned as a blocked reaction.

As an example, we identify the blocked reactions in the E. coli core metabolic model included in
the sybil package (Gelius-Dietrich et al., 2013).

R> data("Ec_core")
R> blockedReactions(Ec_core)

| | 100%
[1]1 "EX_fru(e)” "EX_fum(e)” "EX_mal_L(e)” "FUMt2_2" "MALt2_2"

Calculating the additional cost

Adding new reactions in order to fill gaps can be an easy path to increase the number of dead-end
metabolites (Hosseini and Marashi, 2017). Therefore, as a strategy to reduce the possible addition of
new dead-end metabolites into the system, the additionCost function calculates the cost of adding
new metabolites based on metabolites that constitute the new reaction and those that compose the
stoichiometric reactions already present in the metabolic reconstruction (Equation 1). Values of the
function represent a weight ranging between 0 and 1.

n(metabolites(newReaction)) ¢ (metabolites(reactionList))

additionCost = . .
n(metabolites(newReaction)

)

As an example, we select a sample of reactions from the downloaded reference for E. coli and
calculate the additional cost for the remaining reactions (6 first values are shown).

R> reactionList <- sample(e.coli$reaction,10)
R> head(
+ additionCost(reaction = e.coli$reaction,
+ reference = reactionlList)
+ )
[1] 1.0000000 1.0000000 1.0000000 0.8000000 ©.8333333 1.0000000

To understand the results of the additionCost, we present two examples for the glutamine
synthetase reaction in the glutamate metabolism of E. coli core model.

[c]: ATP + Glu-L + Nh4 --> ADP + Gln-L + h + pi

The reaction takes as input Adenosine triphosphate (ATP), L-Glutamate (Glu-L), and Ammonium
(Nh4) and produces Adenosine diphosphate (ADP), L-Glutamine (GIn-L), H+ (h), and inorganic
Phosphate (pi) in the cytoplasm. We are going to assume that this reaction is going to be added to the
model and that the number of metabolites to be added change between two conditions. In the first
case, the reaction would be evaluated by additionCost, but one of the seven metabolites is not present
on the list of reactions of the complete model. In the second situation, four of the seven metabolites
are not present in the metabolite list of the model. By dividing the number of metabolites to be added
by the total number of metabolites in the reaction, additionCost produces 0.14 and 0.57 as resulting
values for the two conditions respectively. In this sense, if we pick a threshold of 0.2 for the gapfill
the first case would allow the reaction to be added but not the second condition. By using a threshold
of 0.2 is possible to set a medium point for the reaction addition. Where higher values are more
permissive and lower values are more restrictive.

"Gap find and fill" performing, input and syntaxis

To identify network gaps in a metabolic model and fill them from a reference network, the gapFill
function performs several steps: (1) The dead-end metabolites are identified from the stoichiometric
matrix, (2) the candidate reactions are to be added by comparing the metabolites against the metabolite
list of the model, (3) the additional cost of each candidate reaction is calculated, (4) the candidate

reactions with an additional cost lower or equal to the user-defined limit are added to the reaction list.

Finally, the process returns to step 1 until no more original-gaps can be filled under the user-defined
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limit. The function returns a set of candidate stoichiometric reactions to fill the original-gaps included
in the metabolic network.

As an example, we show how to fill dead-end metabolites included in the previously selected
sample using all downloaded stoichiometric reactions from the KEGG database for E. coli as the
reference.

R> reactionsAdded <- gapFill(reactionList = reactionList,

+ reference = e.coli$reaction,
+ limit = 1/4
+ )

48% gaps filled in the last iteration
26% gaps filled in the last iteration
13% gaps filled in the last iteration
13% gaps filled in the last iteration
4% gaps filled in the last iteration

R> head(reactionsAdded)

addCost react
1 0.00 L-Glutamine + D-Fructose 6-phosphate <=> L-Glutamate + D-Glucosamine

6-phosphate

.25 ATP + Pyruvate <=> ADP + Phosphoenolpyruvate
.00 ATP + AMP <=> 2 ADP
.25 ATP + dTDP <=> ADP + dTTP
.00 ATP + 5-Fluorouridine diphosphate <=> ADP + 5-Fluorouridine triphosphate
.25 ATP + UDP <=> ADP + UTP

o O~ W N
(SIS IS IS B

The output is a data frame with the reactions that were found to fill the gaps in the model, with
the corresponding additionCost calculated for each one.

Compatibility

In order to provide compatibility, g2f implements getReactionsList a function that helps to extract
the reactions of a sybil model as a list of strings, each string being a reaction, which is the input format
of gapFill accepts.

In the examples before, we used a reduced version for the reference organism of E.coli from
KEGG. Now we will use a converted model to SBML using KEGG2SBML (Moutselos et al., 2009) from
(Akiya Jouraku and Kitano, 2008), which will be converted into sybil with the help of the sybilSBLM
package, and then the reactions list will be extracted to use them with the gapFill function. Note that
we have done this because the name of the reaction metabolites in the model should be the same as
the ones used in KEGG, and the E.coli core metabolic model included in the sybil package does not
meet this requirement.

# Install and import sybilSBML package
R> install.packages('sybilSBML")
R> library('sybilSBML")

# Read the SBML and convert it to sybil
R> mod <- readSBMLmod("eco/eco@@730.xml"”, bndCond = FALSE)

# Extract the model's reactions
R> react <- getReactionsList(mod)

# Fill the gaps

R> reactionsAdded <- gapFill(reactionList = react$react,
reference = e.coli$reaction,
limit = 1/4

)

20% gaps filled in the last iteration
0% gaps filled in the last iteration
0% gaps filled in the last iteration
0% gaps filled in the last iteration
0% gaps filled in the last iteration
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addCost react
1 ) ATP + ADP <=> ADP + ATP
2 0 ATP + H20 <=> ADP + Orthophosphate

g2f performance

We tested the performance of g2f against the most used platforms for gap-filling in the metabolic
networks using a computer with i7 8750h 2.2GHz processor and 12Gb DDR4 Ram. We compared the
performance of R package g2f, Python cobrapy gapfill function, and Matlab COBRA fastgapfilling
function (Table 4). The benchmark was performed for each gap-filling algorithm by deleting 10 random
reactions across the E. coli core model (Orth et al., 2010).

Platform Limit | TicToc (sec) | Solution

0.1 2.83
" 110 0.15 2.76 )

R: g2f — "gapfill 02 573 Feasible
0.25 6.91

Python: Cobrapy - "gapfill" - 1.369 Unfeasible
0.1 7.858

Matlab: COBRA - "fastgapfill" [Cplex solver] 8;5 Sgg? Feasible
0.25 5.695

Table 4: Performance of g2f compared with other gap-filling algorithms. The limit is associated with
the threshold for the limit of gap-filling. TicToc was the methodological approach used to measure the
performance time. The solution is the capacity of the model to run a FBA after the gap fill function
was run. A single iteration of the gap-filling algorithm Cobrapy-"gapfill" was unable to generate a
suitable FBA.

Considering the computational performance and flux recovery across the network (FBA solution),
g2f arises as a suitable method for Genome-scale metabolic network reconstructions gap filling using
curated models as reference.

Application

A wide variety of open-source, paid software, and webtools have been developed to fill the gaps
in automated or manual metabolic reconstructions (Karp et al., 2018; Machado et al., 2018; Prigent
etal.,, 2017). Performing a gap-filling accurately is a challenging task considering the possibility of
overestimating reaction addition or excluding metabolites from the filling by inquorate thresholds (Pan
and Reed, 2018). g2f offers an R based open-source alternative capable of integrating with systems
biology packages such as sybil (Gelius-Dietrich et al., 2013) or minVal (Osorio et al., 2017) as well as
big projects such as Recon3D (Brunk et al., 2018) or the Human Metabolic Atlas (Pornputtapong et al.,
2015). Finally, considering that the majority of metabolic models are derived from annotated genomes
where not all the enzymes are known, g2f offers the possibility to optimize the topology of public
available metabolic models or automated metabolic reconstructions.

Conclusions

We developed g2f, a novel R package to, find dead-end metabolites in a genome-scale metabolic
reconstruction and fill the reaction gaps with metabolites available in a stoichiometric matrix from a
reference model. Additionally, g2f filters the candidate reactions using a weighting function and a
user-defined limit. We depicted the functions included in the package using the E. coli reference model
downloaded from the KEGG database, and the core metabolic model included in the sybil package.
Finally, the performance of g2f was compared with other gap-filling algorithms (Cobrapy — gapfill
and Matlab:COBRA - fastgapfill), showing an adequate feasibility and performance speed.

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES

34

Summary

Dead-end metabolites are a major drawback in genome-scale metabolic reconstruction and analysis.
Since there is a lack of available tools to solve this situation in the R environment, hereby, we introduce
the g2f package to find and fill dead-end metabolites in a given reconstruction based on a reference
template. Our method allows users to filter candidate reactions using a weighting function and a
user-defined limit. We show step by step the functionality of each procedure included in the package
using a reference model downloaded from the KEGG database for Escherichia coli and the core
metabolic model included in the sybil package.
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lg: An R package for Local Gaussian

Approximations
by Hikon Otneim

Abstract The package Ig for the R programming language provides implementations of recent
methodological advances on applications of the local Gaussian correlation. This includes the estimation
of the local Gaussian correlation itself, multivariate density estimation, conditional density estimation,
various tests for independence and conditional independence, as well as a graphical module for
creating dependence maps. This paper describes the lg package, its principles, and its practical use.

Introduction

Tjostheim and Hufthammer (2013) propose the local Gaussian correlation (LGC) as a new measure of
statistical dependence between two stochastic variables X; and X5, which has the following important
property yet unrivaled in the literature: It can separate between positive and negative nonlinear
dependence while still reducing to the ordinary Pearson correlation coefficient if X; and X, are jointly
normally distributed. The R-package localgauss (Berentsen et al., 2014) provides two important
functions in this context; one that calculates the sample LGC based on observed values of (X1, X7),
and one that uses the estimated LGC to perform a local test of independence between X; and X, as
described in detail by Berentsen and Tjostheim (2014).

We have lately seen a number of new applications of the LGC that the localgauss package does
not support, however. Stove et al. (2014) use the LGC to test for financial contagion across markets
during crises. Otneim and Tjostheim (2017) present a procedure for estimating multivariate density
functions via the LGC, which Otneim and Tjostheim (2018) modify in order to compute estimates of
conditional density functions. Lacal and Tjestheim (2017) present a test for serial independence within
a time series, which Lacal and Tjostheim (2018) extend in order to include a test for cross-correlation
between two time series. Finally, Otneim and Tjestheim (2021) develop the local Gaussian partial
correlation (LGPC) as a measure of conditional dependence and a corresponding test for conditional
independence.

This paper describes the 1g package (Otneim, 2019), which provides a unified framework to
implement all these methods, as well as a tool for visualizing the LGC and LGPC as dependence maps.
Jordanger and Tjestheim (2020) use the LGC in spectral analysis of time series, but those methods
have their own computational ecosystem in the localgaussSpec package (Jordanger, 2018).

In Section 2.2, we provide a brief introduction to the LGC as well as the methods and applications
referred to above. In Section 2.3, we describe the core function in the lg package and move on to
demonstrate the implementation of various applications in Section 2.4. We conclude this paper in
Section 2.5 by demonstrating the graphical capabilities of the 1g package.

Statistical background

Consider a random vector X having the unknown probability density function fx (x). It is a standard
task to estimate fx based on a random sample Xi, ..., X, and the statistical literature provides an
abundance of methods to accomplish this. One may, for example, make the assumption that the
unknown density function has a particular parametric form, fx € Fy, where Fy = {f(x;6),0 € ®}isa
family of probability density functions indexed by some parameter §, and where © is the parameter
space. Under this assumption, we will typically produce an estimate of the parameter 6, written 6,
using the maximum likelihood method. The estimated probability density function is then given as
fx (x) = f (x:6).

A different approach is to estimate fx (-) without any prior parametric assumptions. The classical
method for nonparametric density estimation is the kernel estimator

- 1

P = 5 LK(55)

where K is a symmetric density function (the kernel) and b is a tuning parameter (the bandwidth)

that controls the smoothness of the estimate J?X (). See Silverman (1986) for an introduction to this
topic. There is also a massive statistical literature on density estimation containing extensions and
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Figure 1: Two dependence maps

improvements to the classical methods to be used in various practical situations.

Hjort and Jones (1996) provide one such idea. They consider a parametric family Fy, but instead
of searching for a single parameter value 6y for which fx (x) = f (x;6p) (or approximately so), they
rather assert that different members of Fy may approximate fx locally in different parts of its domain.
In other words, they seek to estimate a parameter function 6y (x) for which fx (x) = f (x;6p (x)) (or
approximately so), and do this by maximizing a local likelihood function in each point x:

0 (x) = arg max L, (6,x)

1 & (X 1 (y—
—argr(?eaé(’wizle< b x) log f (X;;0) _/EK (y b x)f(]/;@) dy, 1)

where, again, K is a symmetric density function and b is a bandwidth parameter that controls the
smoothness of the estimate. The second term in the local likelihood function is a penalty that ensures

that the estimated density fx (x) = f (x; §(x)) converges correctly to the true density function fx (x)

as the sample size n increases to infinity and the bandwidth b decreases towards zero. See Hjort and
Jones (1996) for a detailed discussion about this construction.

Tjostheim and Hufthammer (2013) consider the bivariate case X = (X7, X») and take Fy to be the
family of bivariate normal distributions consisting of densities on the form

f(x:0) = (x1, x2; 1, po, 01,02, )
1

B 27‘[0’1(72\/1 _pZ

1 (x1 — ) (x1 — 1) (2 — ) | (32— pa)?
XeXp{_Z(l—pz) ( 012 —20 103 + (7% )}, 2)

where 0 = (1, pt2, 01, 02, p) is the vector of parameters. Using a sample {X1;, Xp;},i =1,...,n, they
estimate 6 locally in the point x by maximizing the local likelihood function (1), producing

-~

0 (x) = (pi1 (x), pi2 (x), 01 (x), @2 (%), (%)),

and take special interest in the estimated correlation function p (x) (i.e., the LGC) because it serves as
an attractive local measure of statistical dependence between X; and X,. They show that the LGC
reveals many types of nonlinear statistical dependence that are not captured by the ordinary (global)
Pearson correlation coefficient. Furthermore, the LGC distinguishes between positive and negative
dependence and reduces to the Pearson p if X; and X, are jointly normal. We refer to Tjostheim and
Hufthammer (2013) for a detailed treatment of the theoretical foundations of the LGC as well as several
examples and rather present two simple illustrations at this point in order to demonstrate the concept.

In Figure 1, we have plotted the estimated LGC for two bivariate data sets on a grid; 1000 simulated
observations from a binormal distribution having correlation equal to 0.5, and the daily return on
the CAC40 and FTSE100 stock indices on 1000 consecutive trading days starting on May 5th 2014
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(Datastream, 2018). In the first panel, we see that the estimated local correlation coincides with the
global correlation, except for the estimation error which is comparable to the uncertainty observed
in other nonparametric estimation methods such as the kernel density estimator (see, for instance,
Otneim and Tjostheim (2017) for a formal asymptotic analysis of relevant convergence rates). In the
second panel, we see clearly that the local correlation, and thus the dependence, is stronger in the
lower left and upper right regions of the distribution than in the central parts. The phenomenon of
local dependence is well known in the financial literature, and using the LGC it can be measured,
interpreted, and visualized in a natural way. The interpretation of this particular figure is that extreme
observations on the two stock indices are more strongly dependent than the less extreme observations.

One may obtain these particular estimates from the older localgauss package (as well as the 1g
package, of course), but the plotting routine that was used to produce these figures is included in the
Ig package and will be described in more detail in Section 2.5.

Taking the LGC as a measure of dependence opens up a number of possibilities to construct
statistical tests. Berentsen and Tjestheim (2014) show that p (x) = 0 implies that X; and X, are
independent. They show further that independence between X; and X, implies p (x) = 0 if the
population values of the local mean and standard deviation functions satisfy the following conditions:
ui (x1,x2) = i (x;) and 07 (x1,x2) = 07 (x;) for i = 1,2. Equivalence between independence and
p (x) = 0holds in general if the observations have been suitably transformed according to a procedure
presented later in this section. It follows then that departures from p (x) = 0 may be taken as evidence
against the hypothesis that X; and X; are statistically independent. Berentsen and Tjostheim (2014)
formalize this notion by testing whether p (x) = 0 for all x € S C R? using the test statistic

T = [ h () dR() ©

for some non-negative function h, for example h (x) = x2 or h (x) = |x|. Critical values may be ob-
tained by permutations of the data under the null hypothesis, and we demonstrate the implementation
of this test using the Ig package in Section 2.4.2.

Consider next the stationary time series { X; }. The autocorrelation function (ACF) py = p (X¢, X;_¢)
is a well known concept for describing the serial dependence in the time series, but the ACF is, again,
only capable to completely capture linear serial dependence. Lacal and Tjostheim (2017) seek to
remedy this by rather calculating the local correlation between X; and X;_j. This leads to a test
for serial independence in a natural way. In fact, this work is mainly a theoretical exercise in order
to accommodate time series dependence. Testing for independence between X; and X;_j using

observations {X;, Xt,k}tT:k 1 leads to the same test statistic (3) and bootstrap procedure as the test for
independence between X; and X, that we described above.

Lacal and Tjestheim (2018) extend this problem to test for serial cross-dependence between two
time series {X;, Y;} by measuring the LGC between X; and Y;_j. Departures from p (x,y) = 0 are,
again, taken as evidence against independence, and the test statistic (3) provides an aggregate measure
of this discrepancy in the specified region S. In this case, however, we can not obtain replicates of
the test statistic under the null hypothesis by simple permutations of the data. Lacal and Tjostheim
(2018) suggest two block bootstrap procedures instead to this end, using fixed and random block sizes,
respectively. The tests for serial dependence and serial cross-dependence are both implemented in the
Ig package, as we demonstrate in Section 2.4.2.

We find another application of the local Gaussian approximation in work by Steve et al. (2014),
who measure and test for financial contagion. They define contagion as "a significant increase in
cross-market linkages after a shock to one country” (Forbes and Rigobon, 2002, p. 2223) and employ the
LGC to quantify this potential linkage. The authors estimate the LGC on a grid {x1,x2},, k=1,...,K
along the diagonal D = {(x1,x2) : x1 = x,} before and after some critical event in the financial markets,
denoted as the crisis (C) and the non-crisis (NC) periods, respectively. They compare the two estimates
using the following test statistic,

K
Ty = 3 {Bc (xk,xk) — Pne (¥ xi) b w (3, xk)
k=1

where w (-, -) is a weight function that serve the same purpose as the integration area S in (3). In
this case, Stove et al. (2014) show that a standard bootstrap will suffice in order to produce approxi-
mate replicates of T,?b under the null hypothesis of no financial contagion, and we demonstrate the

implementation of this test using the lg package in Section 2.4.3.

Although the original work by Hjort and Jones (1996) provide a general framework for local
likelihood density estimation using any p-variate parametric family as the local family, it is evident
that the method may struggle in multivariate applications much in the same way as the kernel
density estimator does. This is a consequence of the curse of dimensionality, the effect of which is
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sought remedied by an algorithm provided by Otneim and Tjestheim (2017). The idea is to fit the
p-variate normal distribution ¢ (i, 2) locally, where y is the vector of p expectations, and ¥ is the
p X p covariance matrix (to which the correlation matrix R corresponds), but under the following
structural simplifications:

pi (x) = pi (x1,...,xp) = i (x;) 4)
i (x) = 03 (x1,...,%p) o (%) ©)
pij (x) = pij (21, 1) oy (szxj) ~ (6)

Otneim and Tjostheim (2017) estimate the local parameters above by first obtaining univariate marginal
locally Gaussian fits (eqs. 4 and 5), and then pairwise bivariate locally Gaussian fits (eq. 6). In the

second step, the estimates fi; (x;), ij (xj) , i (x;), and 0} (x]> are kept fixed in the estimation of the
pairwise local correlation. They argue further that the following transformation technique will produce

better density estimates in many situations. The motivation for introducing the simplifications defined
in equations 4-6 can be compared to the practical advantages of estimating additive regression models,

where E(Y) = f (x1,...,%p) d:effl (x1) 4+ fp (xp).

Denote by F; (x;),i = 1,..., p the marginal distribution functions of the stochastic vector X, and
by F; (x;) = n~! Y14 1(X; < x;) their empirical counterparts. They then estimate the density fz (z)
of the vector Z = {®~! (F;(X;))} »- In practice it is approximated by

i=1,..,

z={o7 (R (x)) },-=1,...,p' %)

and where ¥ () is the univariate standard normal cdf. In that case, they simplify the estimation
problem even further and fix

def def .
pi(zi) =0 ando;(z;)) =1, i=1,...,p, (8)
so that the only parameter functions left to estimate are the pairwise local Gaussian correlations
R(z) = { Pij (zi, z]-) }i<j' We use the notation Z, z;, and z; to signify that the estimation is performed

on the (approximate) standard normal scale or z-scale for short. We can then estimate the joint density
fz(z)of Z as

f2) =w(zn(z) =0,0(2) =LR=R(2)), ©)

where 1 (z) = {y;(z)} and 0 (z) = {0;(z)} fori = 1,...,p, and then substitute f for f in the
following relation obtained by Otneim and Tjostheim (2017) in order to estimate the unknown density

fx:

p (s
fx)=fz(@ 7 (F(x1)),..., 27" (Fp (xp)) ) % i1 ﬁgle’))), "

where ¢ (+) is the standard normal pdf. This estimator is implemented the 1g package as demonstrated
in Section 2.4.1.

One particular feature enjoyed by the jointly normally distributed vector X is that for any parti-
tioning X = (X (1), X <2)), the conditional distribution of X(1) |X (2) = x( js also normal. In fact, if

X ~ N (1,X), and p and ¥ is partitioned according to <X<1>, X(2)> as
_ (M ds— <211 Z12)
# <Vz> an 201 X))’
then XX = x(2) ~ A (u*, Z*), where
p= i+ Tty (x(2> - Hz) (11)

IF = Eqp — X1p20) Yoy, (12)

see e.g. Johnson and Wichern (2007, chapter 4). Otneim and Tjostheim (2018) demonstrate that this
property may be translated into a corresponding local argument without modification. That is, if the
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joint density fx (-) can be written on a locally Gaussian form

fx () =9 (0 p(x), 2 (x)),

then the conditional density of X(1)|X(2) = x(2) can also be written on the same locally Gaussian form
with local parameters given by equatlons (l 1) and (12), except that all quantities are x-dependent.
If we use the transformation technique described above together with simplification (8), the local
versions of equations (11) and (12) simplify to

p*(z) = Rip (2) Rz (2) ' 21, (13)
£*(2) = Ryp (z) — Riz (z) Rap (2) ' Ron (2), (14)

where we, again, switch to z-notation in order to make it clear that these quantities are estimated
on the standard normal z-scale. An estimator fxu) xe ) (-]) of the conditional density fya) y|xe ) (4]9)
follows immediately from an expression corresponding to (10), and the lg package provides funct1ons

for implementing this estimator in R. We describe the implementation of this functionality in Section
24.1.

Finally, we refer to Otneim and Tjestheim (2021) who take the local version of the conditional
covariance matrix (12) (or (14) in the transformed case) as a measure for conditional dependence,
and thus as an instrument to test for conditional independence. Consider the stochastic vector

X = (X(l), x®), X(3)), where X(1) and X(2) are scalars and X(3) may be a vector. XM g conditionally

independent from X(?) given X(3), written X(1) 1 X(?)| X3, if the stochastic variables X(1) | X(3) and
2) | X(®) are independent, or, equivalently, if the joint conditional density of X(!) and X(?) given X(3)
can be written as the product

fMuMme(ﬁwﬂ@”ﬂ®>:fxme(ﬂnum>Xfmem(ﬂmM@», (15)

In this case, denote by « (z) the off-diagonal element in the 2 x 2 local correlation matrix R* (z) (which
derives directly from X* (z) as given in (14)). If X has a local Gaussian distribution, the conditional
independence (15) is equivalent to « (z) = 0, and Otneim and Tjostheim (2021) take departures from
this relation as evidence against the hypothesis of conditional independence between X(1) and X(2)
given X (3). The natural way to quantify this is the test functional

nr/h ) dFyu(z). (16)

Otneim and Tjestheim (2021) describe a bootstrap procedure for generating replicates of Tci under
the null hypothesis. In Section 2.4.4, we demonstrate how the lg package may be used to extract
estimates of the local partial correlation and perform tests for conditional independence according to
this scheme.

The first step: Creating the Ig-object

The local Gaussian correlation may be used to perform a number of statistical analyses, as is evident
from the preceding section. The practitioner must first, however, make three quite specific modeling
choices; namely (i) to choose an estimation method, i.e., the level of simplification in multivariate
applications, (ii) to determine whether the data should be transformed towards marginal standard
normality before estimating the LGC, and (iii) to choose a set of bandwidths or at least a method for
calculating bandwidths. The architecture of the Ig package requires the user to make these choices
before endeavoring further into specific applications by imposing a strict, two-step procedure:

1. Create an lg-object.
2. Apply relevant analysis functions to the lg-object.

In the following, we assume that one has a data set x loaded into the R workspace, which must be
an n X p matrix (one column per variable, one row per observation), possibly including NAs which
will be excluded from the analysis, or a data frame having the same dimensions. The fundamental
syntax for creating an Ig-object is 1g_object <-lg_main(x), and we will, in this section, explain how
the modeling decisions (i)-(iii) can be encoded into the lg-object by using appropriate arguments in
this function.
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Selecting the estimation method

Given a data set x having n rows and p > 2 columns, the user must choose between four distinct
estimation methods and specify this choice by using the argument est_method to the 1g_main()-
function. We look at the built-in bivariate data set faithful, which records the waiting time between
eruptions and the duration of the eruption for the Old Faithful geyser in the Yellowstone National
Park, USA (see the help file in R for more details: ?faithful), and load the Ig package in order to
demonstrate the implementation:

R> x <- faithful
R> library(lg)

1. A full locally Gaussian fit for bivariate data. If p = 2, we may fit the bivariate normal ¢ (x,6)
locally to f (x), and by a "full local fit", we mean that we jointly estimate the five parameters

0 (x) = (p1 (x1,%2), 2 (x1,%2), 01 (x1,%2) , 0% (x1,%2) , 0 (%1, X2) )

by optimizing the local likelihood function (1) in the grid point x = (x1, x2). To use this estimation
method in the subsequent analysis, specify est_method = "5par” in the call to 1g_main():

R> lg_object <- lg_main(x, est_method = "5par")

The resulting 1g_object is a list of class 1g, and we may confirm that the assignment has been carried
out correctly by inspecting its est_method-element:

R> 1g_object$est_method

[—I] "5par"

Note that the full locally Gaussian fit for raw data is not available if the number of variables p is
greater than 2. The 1g_main()-function will check for this and print out an error message if p > 2 and
est_method = "5par”.

2. A simplified locally Gaussian fit for multivariate data. As described in the preceding section,
we may construct a simplified estimation procedure for calculating the LGC in two steps, which in
principle works for any number of dimensions (including p = 2):

1. Calculate y; (x;) and 0; (x;), i = 1,..., p by fitting the univariate normal distribution locally to
each marginal density f; (x;) of f (x).

2. Keep #i; (x) and ; (x;),i = 1,..., p from step 1 fixed when estimating p;; (xi, xj), 1<i<j<p
by fitting the bivariate normal distribution to each pair of variables X; and X;.

To use this method, create the Ig-object by running the following line:
R> 1g_object2 <- 1lg_main(x, est_method = "5par_marginals_fixed")

3. A simplified locally Gaussian fit for marginally standard normal data. This estimation
method is applicable for marginally standard normal data, or data that have been transformed to
approximate marginal standard normality by, e.g., the transformation (7). In that case, we fix the
marginal expectation functions and standard deviation functions to the constant values 0 and 1,
respectively, and estimate only the pairwise local Gaussian correlations as in (9). To use this estimation
method, create the Ig-object by running

R> 1g_object3 <- 1lg_main(x, est_method = "1par")

Note that the function call above will issue a warning if the option for transforming the data to
marginal standard normality is not at the same time set to TRUE, see the next sub-section on data
transformation for details.

4. A full locally Gaussian fit for trivariate data. If the number of variables p is equal to 3, and we
choose to transform the data to marginal standard normality (see the next sub-section), the transformed
density f7 (-) in (9) may be estimated by jointly estimating the three local correlations p17 (21, 22, 23),
013 (z1,22,23), and pa3 (21,22, 23). This estimation method was introduced recently by Otneim and
Tjostheim (2021) in order to increase power of their conditional independence test, but it can be used
in any application described in this paper that consider trivariate data. To use this estimation method,
create the lg-object by running

R> 1lg_object4 <- 1lg_main(x, est_method = "trivariate")

This command will throw an error if the data set x does not have exactly three columns.
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(a) The original data. (b) The same data transformed to marginal standard
normality.

Figure 2: The same data on different scales.

Data transformation

Next, the user must determine if the local Gaussian correlation should be estimated directly on the
raw data or on the marginally normal pseudo observations (7). This is carried out by using the logical
transform_to_marginal_normality-argument in 1g_main, for example:

R> 1lg_object <- lg_main(x, transform_to_marginal_normality = TRUE)

The resulting 1g_object now includes the element transform_to_marginal_normality set accord-
ing to the input, and if this is TRUE, it also includes the transformed_data and a function trans_new()
that may be used later to apply the same transformation to, e.g., grid points. If the transformation
option is set to FALSE, the transformed_data element contains the input data x, and trans_new() is
nothing more than the identity mapping for points in R”. See Figure 2 for two plots that demonstrate
the effect of the data transformation on the example data.

Bandwidth selection

Finally, the user must specify a set of bandwidths or a method for calculating them. Given that the
different estimation methods described in Section 2.3.1 require different sets of bandwidths (i.e, joint,
marginal, and/or pairwise), the easiest approach for the user is to leave the selection and formatting
of the bandwidths to the 1g_main()-function.

The bandwidth plays a slightly different role in local likelihood estimation than elsewhere in the
nonparametric literature. It controls the level of localization and thus only indirectly the smoothness of
the estimates. Indeed, suppose we concentrate on the univariate case for the moment and assume
that the (single) bandwidth b is small. In that case, we see from the local likelihood function (1) that
only the very few observations closest to a fixed grid point xg will have significant weight when
determining the local parameter estimates 6 (x) at that point. Moving on to another nearby point, x;
may then lead to a fairly different estimate 0 (x1) because the set of observations having weight in this
point is very different. This may, again, lead to rougher parameter estimates (-)A(x) and in turn also to

rougher density estimates f (x, ) (x))
If the bandwidth b grows large, on the other hand, all observations receive similar weights, and

furthermore: the local likelihood function (1) becomes approximately proportional to the ordinary
(global) likelihood function L, (8) = L1 ; log f (X;; #). In other words, the local parameter estimates

0 (x) are smoothed towards the constant maximum likelihood estimates 847, and the estimated density
f <x; §(x)> towards the maximum likelihood estimate f <x; gML)- This means that the bandwidth
may be chosen to reflect the goodness-of-fit of f (x;0) to the true density f (x).

In the multivariate applications referred to in this paper, the bandwidth b in (1) is a diagonal
matrix, and 1/b is naturally taken to represent its inverse.

We have in practice seen two automatic bandwidth selectors employed in the applications referred
to in Section 2.2: a cross-validation procedure that is fairly slow to compute but accurate with respect
to density estimation, and a plug-in bandwidth that is much quicker to calculate but less accurate with

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES

45

respect to density estimation. We use the argument bw_method to the 1g_main()-function in order to
choose between the two.

1. Choosing bandwidths by cross-validation. The functional

V) = -1 Y log (3800 (x)),
i=1

where 8~ (x) is the parameter estimate obtained after deleting observation X; from the data, is

proportional to a quantity that estimates the Kullback-Leibler distance between f (-, 5()) and the

true density f (+); see Berentsen and Tjostheim (2014). The cross-validated bandwidth bcy is hence
given by
bey = argmbin CV (b).

If we, for example, wish to use the simplified estimation procedure on the transformed data, we need
bandwidths for the marginal estimates of the local means and standard deviations, as well asa 2 x 2
diagonal bandwidth matrix for each pair of variables. This is accomplished by the following call to
lg_main():

R> # Create the lg-object with bandwidths chosen by cross-validation
R> 1lg_object <- lg_main(x,

R+ est_method = "5par_marginals_fixed",
R+ transform_to_marginal_normality = TRUE,
R+ bw_method = "cv")

The 1g_object now contains the necessary bandwidths for this configuration, as can be seen by
inspecting the contents of its bw-element:

R> # Print out the bandwidths
R> lg_object$bw

$marginal
[1] ©.9989327 0.9875333

$marginal_convergence

[11 00

$joint

x1 x2 bw1 bw2 convergence
1 1 2 0.2946889 0.331971 Q

This is itself a list, containing the crucial elements marginal for the p marginal bandwidths, and joint
that contains the p(p — 1) /2 bandwidth matrices, one for each pair of variables (which in this bivariate
example just one variable pair, (x1, x2)). The convergence flags stem from the built-in R functions
optim() and optimize() that we use to obtain the minimizer of CV (-), and 0 indicates successful
convergence.

2. Using plug-in bandwidths. Obtaining cross-validated bandwidths is unfortunately fairly slow
on a standard computer. For sample sizes in the 500-1000 range, the process may take several minutes,
which is unfeasible when embarking on analyses that require, e.g., resampling. We have, therefore,
implemented a quick plug-in bandwidth selector as well that may suffice in many practical situations,
especially at the initial or exploratory stage.

Otneim and Tjostheim (2017) show that the simplified version of the local Gaussian fit have
the same convergence rates as the corresponding nonparametric kernel density estimator for which
Silverman (1986) derives the plug-in formula b = 1.08 - sd (x) - n~'/>. By specifying bw_method =
"plugin”, the 1g_main()-function will select the bandwidths correspondingly, except that the exponent
changes to —1/6 for joint bandwidths, and the proportionality constant is by default set to 1.75. The
latter number is the result of regressing bcy on 771/ in a large simulation experiment covering
various data generating processes (Otneim, 2016). We see the effect of switching to plug-in bandwidths
in the code below:

R> # Make the lg-object with plugin bandwidths
R> lg_object <- lg_main(x,

R+ est_method = "5par_marginals_fixed”,
R+ transform_to_marginal_normality = TRUE,
R+ bw_method = "plugin”)
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Argument Explanation Default value
X The data, an n x p matrix or data frame
bw_method Method for calculating the bandwidths "plugin”
est_method Estimation method "1par”
transform_to_

marginal_normality Transform the data TRUE
bw The bandwidths to use if already calculated NULL
plugin_constant_

marginal Prop. const. in plugin formula for marg. bw. 1.75
plugin_exponent_

marginal Exponent in plugin formula for marg. bw. -1/5
plugin_constant_
joint Prop. const. in plugin formula for joint bw. 1.75
plugin_exponent_

joint Exponent in plugin formula for joint bw. -1/6
tol_marginal Abs. tolerance when optimizing CV (b), marg. 103
tol_joint Abs. tolerance when optimizing CV (b), joint 1073

Table 1: Arguments to the initialization function 1g_main()
R> # Print out the bandwidths
R> 1g_object$bw

$marginal
[1] 0.5703274 0.5703274

$marginal_convergence

[11 NA NA
$joint

x1 x2 bw1 bw2 convergence
1 1 2 0.6875061 0.6875061 NA

Summary of the initialization function

In the sub-section above, we present the three most important arguments to 1g_main(). Each of them
allows the user to configure one of the three crucial modeling choices. Let us complete this treatment
by covering some possibilities to make further adjustments to those choices.

1. The user may supply the bandwidths directly to 1g_main() by passing them to the bw-argument.
They have to be in the correct format, though, which is a list containing the vector $marginal if
est_method = "5par_marginals_fixed", and always a data frame $joint specifying all variable
pairs in the x1 and x2 columns and the corresponding bandwidths in the bw1 and bw2 columns.
The function bw_simple() will assist in creating bandwidth objects.

2. If bw_method = "plugin” the user may change the proportionality constant and exponent in the
plugin formula for the joint and, if applicable, the marginal bandwidths. See Table 1 for the
necessary argument names.

3. If bw_method = "cv", the user may change the numerical tolerance in the optimization of CV (b).
See Table 1 for the necessary argument names.

Statistical inference using the 1g package

We proceed in this section to demonstrate how to implement each of the tasks that we discussed
in Section 2.2. The general pattern is to pass the Ig-object to one of the estimation or test functions
provided in the lg package. We will look at some financial data in the examples: the monthly returns on
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Figure 3: Local correlations and density estimates calculated using the dlg()-function.

the S&P500, FTSE100, DAX30, and TOPIX stock indices from January 1985 to March 2018 (Datastream,
2018).

Density estimation

We start by introducing a basic function for estimating the LGC on a grid as described by Otneim and
Tjostheim (2017), and thus also a probability density estimate. We create a grid, x0, having the same
number of columns as the data in the code below. Note that we use the pipe operator %>% from the
magrittr package (Bache and Wickham, 2014) as well as functions from the dplyr package (Wickham
et al., 2018) for easy manipulation of data frames. We then pass the grid and the lg-object containing
our modeling choices to the dlg()-function in order to do the estimation.

R> # Create an lg-object
R> 1lg_object <- lg_main(x = stock_data %>% select(-Date),

R+ est_method = "1par”,

R+ bw_method = "plugin”,

R+ transform_to_marginal_normality = TRUE)
R>

R> # Construct a grid diagonally through the data.
R> grid_size <- 100

R> x@ <- stock_data %>%

R+  select(-Date) %>%

R+ apply(2, function(y) seq(from = -7,

R+ to =7,
R+ length.out = grid_size))
R>

R> # Estimate the local Gaussian correlation on the grid
R> density_object <- dlg(lg_object, grid = x@)

The last line of code creates a list containing a number of elements. The two most important are
$loc_cor, which is a matrix of local correlations having one row per grid point and one column per
pair of variables (the columns correspond to the rows in density_object$pairs), and $f_est, which is
a vector containing the estimate fx (x) of the joint density fx (x) in the grid points specified in x0. The
estimated local correlations for this example is plotted in Figure 3a, and the corresponding density
estimate is plotted (along the diagonal x; = xp = x3 = x4 = x) in Figure 3b.

The list density_object contains the estimated standard deviations of the local correlations in
$loc_cor_sd, as well as lower and upper confidence bands $loc_cor_lower and $loc_cor_upper at
the 95% level. We refer to Table 2 for a complete overview of the arguments to d1g().

Note that the configuration transform_to_marginal_normality = TRUE and est_method = 5par
in the bivariate case coincides with the situation considered by Tjostheim and Hufthammer (2013).
In that case, dlg() serves as a wrapper for the function localgauss() in the localgauss-package
(Berentsen et al., 2014).

Obtaining the estimate of a conditional density using the Otneim and Tjostheim (2018) algorithm
described in Section 2.2 is very similar. However, one must take particular care of the ordering of the
variables in the data set. The estimation function, c1g(), will always assume that the free variables
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Argument Explanation Default value
lg_object The Ig-object created by 1g_main()
grid The evaluation points for the LGC NULL
level Level for confidence bands 0.95
normalization The estimated density does not integrate to one by
_points construction. dlg() will generate the given number
of normal variables, having the same moments as
the data, approximate | fx (x) dx by a Monte Carlo
integral, and then normalize the density estimate
accordingly
NULL
bootstrap Calculate bootstrapped confidence intervals instead
of asymptotic expressions FALSE
B Number of bootstrap replicates 500

Table 2: Arguments to the d1g()-function

come first and the conditioning variables last. Let us illustrate this in the following code chunk by
estimating the joint conditional density of S&P500 and FTSE100, given that DAX30 = TOPIX = 0.

R>
R>
R>
R>
R>
R+
R+
R+
R>
R>
R>
R+
R+
R+
R+
R>
R>
R>

# We must make sure that the free variables come first
returnsl <- stock_data %>% select(SP500, FTSE100, DAX30, TOPIX)

# Create the lg-object
lg_object <- lg_main(returnsT,

# Create a grid
X0 <- returnsl

est_method = "1par”,
bw_method = "plugin”,
transform_to_marginal_normality = TRUE)

%>%

select(SP500, FTSE100) %>%
apply(2, function(y) seq(from = -7,

to =7,
length.out = grid_size))

# Calculate the conditional density
cond_density <- clg(lg_object, grid = x@, cond = c(0, 0))

The key argument in the call to clg() above is cond = c(@, ). This means that the last two
variables are conditioning variables (and hence, that the first 4 — 2 = 2 variables are free). The value
of the conditioning variables are fixed at DAX30 = 0 and TOPIX = 0, respectively. This also means that
the number of columns in the grid x@ plus the number of elements in cond must equal the number of
variables p in the data set, and the call to cl1g() will result in an error message if this requirement is
not fulfilled. The clg()-function takes mostly the same arguments as d1g() listed in Table 2, and the
conditional density estimate in our example is available in the vector cond_density$f_est.

Tests for independence

Three independence tests based on the LGC have appeared in the literature thus far:

1. A test for independence between the stochastic variables X; and X, based on iid data, cf.
Berentsen and Tjestheim (2014).

2. A test for serial independence between X; and X;_j within a time series {X;}, cf. Lacal and
Tjostheim (2017).

3. A test for serial cross-dependence between X; and Y;_ for two time series {X;} and {Y;}, cf.
Lacal and Tjostheim (2018).
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Argument Explanation Default value

lg_object The Ig-object created by 1g_main()

h The function 4(+) in (3) function(x) x*2
S The integration area S in (3). Must function(x)
be a logical function on potential as.logical(rep(1,
grid points in R? nrow(x)))
bootstrap The bootstrap method, must
_type be either "plain”, "block” or "stationary” "plain”
block Block length for the block bootstrap,

_length  mean block length for the stationary
bootstrap. Calculated by np: :b.star ()
(Hayfield and Racine, 2008) if not provided =~ NULL
n_rep Number of bootstrap replicates 1000

Table 3: Arguments to the ind_test()-function

As we noted in Section 2.2, their practical implementations are very similar, and the lg package
provides the function ind_test() to perform the tests. Let us first consider the i.i.d. case, and generate
500 observations test_x from the well known parabola model X, = X% + ¢, where both X; and ¢ are
independent and standard normal. In this case, X; and X, are uncorrelated but obviously strongly
dependent. Berentsen and Tjostheim (2014) considers mainly the full bivariate fit to the raw data,
which we easily encode into the lg-object as before. The implementation of the test using 100 bootstrap
replicates is shown below.

R> # Make the lg-object

R> 1lg_object <- lg_main(test_x,

R+ est_method = "5par”,

R+ transform_to_marginal_normality = TRUE)
R> # Perform the independence test

R> test_result <- ind_test(lg_object, n_rep = 100)

R> # Print out the p-value of the test

R> test_result$p_value

[11 0

This may take a few minutes to run on a desktop computer due to bootstrapping. The small p-value
indicates that we reject the null hypothesis of independence between X; and Xj in the parabola model
defined above. We can further specify the function # and the integration area S in the test statistic (3);
see Table 3 for details.

The only difference when testing for serial independence within a time series {X;} is to create a
two-column data set consisting of X; and X;_. For example, if we wish to perform this test for k = 1
for one of the variables in the stock-exchange series, create the matrix of observations as below, and
proceed exactly as in the i.i.d. case.

R> returns2 <- stock_data %>% select(SP500) %>%
R+ mutate(sp500_lagged = 1lag(SP500))

Finally, the only thing that we must alter in order to perform the third test for serial cross-
dependence is the bootstrap method. In the applications above, it suffices to use the standard bootstrap,
where we resample with replacement from the data. This is implemented in the ind_test()-function
by setting the bootstrap_type-argument to "plain”, which is the default option. When testing for
serial cross-dependence, we need to use a block-bootstrap procedure, and Lacal and Tjostheim (2018)
consider two options here: The block bootstrap with either fixed (Kunsch, 1989) or random (Politis
and Romano, 1994) block sizes. This choice is specified by choosing bootstrap_type = "block” or
bootstrap_type = "stationary”, respectively, in the call to ind_test(). Lacal and Tjostheim (2018)
do not report significant differences in test performance using the different bootstrap types.
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Argument Explanation Default value

lg_object_nc The lg-object covering the non-crisis period
lg_object_c  The lg-object covering the crisis period
grid_range Range of diagonal for measuring the LGC (5%, 95%) quantiles

grid_length  The number of grid points to use 30
n_rep Number of bootstrap replicates 1000
weight Weight function function(y)

rep(1,nrow(y))

Table 4: Arguments to the cont_test()-function

Test for financial contagion

Assume that we observe two financial time series {X;} and {Y;} at times t = 1,..., T, and that
some crisis occurs at time T* < T. As described in Section 2.2, Stove et al. (2014) measure the local
correlation between {X;} and {Y;} before and after T*, and take significant differences between these
measurements as evidence against the null hypothesis of no linkage, or contagion, between the time
series. In order to implement this test using the lg package, one must create two lg-objects: one for
the observations covering the non-crisis period and one covering the crisis period. We do not enter a
discussion here how to empirically identify such time periods; this is a job that must be done by the
practitioner before performing the statistical test.

Let us illustrate the implementation of this test by looking at the same financial returns data that
we have used in preceding sections. However, this time we will, in the spirit of Stove et al. (2014),
concentrate on GARCH(1,1)-filtrated daily returns on the S&P500 and FTSE100 indices from 2 January 1985
to 29 April 1987 in order to test for financial contagion between the US and UK stock markets following
the global stock market crash of 19 October 1987 (“Black Monday”). Assume that these observations
are loaded into the R workspace as the 111 x 2 data frame x_nc containing the observations covering the
ny = 728 days preceding the crisis and the 11, x 2 data frame x_c containing the observations covering
the np = 140 consecutive trading days starting on Black Monday (see the online code supplement for
details concerning the GARCH-filtration and data processing). In the code below, we construct one
lg-object for each of these data frames with configuration matching the setup used by Stove et al. (2014)
and perform the test by means of the cont_test()-function.

This function returns a list containing the estimated p-value as well as other useful statistics,
including the empirical local correlations measured in the two time periods. See Table 4 for details
concerning other arguments that may be passed to this function.

R> # Create the two lg-objects
R> 1g_object_nc <- lg_main(x_nc,

R+ est_method = "5par”,

R+ transform_to_marginal_normality = FALSE)
R>

R> 1lg_object_c <- lg_main(x_c,

R+ est_method = "5par”,

R+ transform_to_marginal_normality = FALSE)
R>

R> # Run the test with a limited number of bootstrap replicates for
R> # demonstration purposes.

R> result <- cont_test(lg_object_nc, lg_object_c, n_rep = 100)

R>

R> # Print out the p-value

R> result$p_value

[1] .01

The small p-value means that we reject the null-hypothesis of no financial contagion between the
time series after the crisis.
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Partial local correlation

Consider the work finally by Otneim and Tjostheim (2021), who take the off-diagonal element in
the local correlation matrix corresponding to the local conditional covariance matrix (12) or (14) as
a local measure of conditional dependence between two stochastic variables X(1) and X(?) given
the stochastic vector X(3). Furthermore, in the case with data having been transformed to marginal
standard normality, they take the statistic

15 = [h@E(2) 4, (2) (17)

as a measure of global conditional dependence. The lg package provides two key functions in this
framework. The first, partial_cor(), calculates the local partial correlations as well as their estimated

standard deviations on a specified grid in the (x(l), x(2), x(3>>-space, and is essentially a wrapper

function for the clg()-function presented in Section 2.4.1. See Table 5 for details. The second function,
ci_test(), performs a test for conditional independence between the first two variables in a data set
given the remaining variables using the test statistic (17) and a special bootstrap procedure (described
briefly below) for approximating the null distribution.

It is well known in the econometrics literature that conditional independence tests are instrumental
in the empirical detection of Granger causality (Granger, 1980). For example, if we continue to
concentrate on the monthly stock returns data that we have already loaded into memory, we may test
whether

Hp : RrrsE100,t - Rspsoo,t—1 | RFTSE100,6—1 (18)
in the period starting in January 2009, the converse of which is a sufficient, but not necessary, condition
for Rgpsgo,+ Granger causing Rprsgio¢- We perform the test by running the code below, where x is a
data frame having the following columns strictly ordered as Rprsgi100,t, Rspsoo,t—1, and Rprsg100,6—1
(see the online supplement for the pre-processing of data).

The critical values of this test are calculated using the bootstrap under the null hypothesis by

independently resampling replicates from the conditional density estimates fx(l) IX®) (x(1> |x(3)> and

J? x@Ix® (x(z) |x(3) ) , as obtained by the clg()-function, using an approximated accept-reject algorithm.

In order to avoid excessive optimization of the local likelihood function (1), we estimate fX(l)‘X(3)

and f, , x on the univariate regular grids xél) and x(()z), respectively (while keeping x(®) fixed at

the observed values of X)), and produce interpolating functions fy IX® and fy( x() using cubic
splines. It is much less computationally intensive to generate replicates from f than directly from ]?
We refer to the documentation of the 1g package for details on how to finely tune the behavior of

the bootstrapping algorithm by altering the arguments of the ci_test()-function and limiting our
treatment to describing the arguments most suitable for modifications by the user in Table 6.

R> # Create the lg-object

R> 1lg_object <- lg_main(returns4)

R>

R> # Perform the test

R> test_result <- ci_test(lg_object, n_rep = 100)
R>

R> # Print out result

R> test_result$p_value

[1] @.51

The conditional independence test does not provide evidence against the null-hypothesis (18).

Graphics

We conclude this article by describing the corplot() function for drawing dependence maps such
as those displayed in Figure 1. Berentsen et al. (2014) report on such capabilities in the localgauss
package, but the possibility of creating dependence maps was unfortunately removed from localgauss

in the latest version 0.4.0 due to incompatibilities with the ggplot2 (Wickham, 2016) plotting engine.

We make up for this loss by providing corplot (), a function that plots the estimated local correlations
as provided by dlg(), or the estimated local partial correlations as provided by partial_cor().

The plotting function is highly customizable and provides a number of options covering most
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basic graphical options. Users well versed in the ggplot2 package may also modify the graphical
object returned by corplot() in the standard way by adding layers as demonstrated in the example
below.

In the first example, we generate a set of bivariate normally distributed data using the mvinorm
package (Genz et al., 2018) and estimate the local Gaussian correlation on a regular grid using the
dlg(O-function. Passing the resulting d1g_object to corplot() without further arguments results in
Figure 4.

R> # Make a regular grid in the domain of the distribution

R> grid <- expand.grid(seq(-3, 3, length.out = 7),

R+ seq(-3, 3, length.out = 7))

R>

R> x <= mvtnorm::rmvnorm(500, sigma = matrix(c(1, rho, rho, 1), 2))
R> 1g_object <- lg_main(x,

R+ est_method = "5par”,

R+ transform_to_marginal_normality = FALSE,
R+ plugin_constant_joint = 4)

R> dlg_object <- dlg(lg_object, grid = grid)

R>

R> # Make a dependence map using default setup
R> corplot(dlg_object)

We may tweak the appearance of our dependence map by passing further arguments to corplot().
Some of the options are demonstrated in the code chunk below, in which we, for example, superimpose
the observations (by setting plot_obs = TRUE) and preventing the estimated local correlations from
being plotted in areas without data. The latter option is available through the argument plot_thres,
which works by calculating a bivariate kernel density estimate f (x1, x) for the pair of variables in
question and only allowing p (x1,x2) to be plotted if f (xq,x;) / max f (-) > plot_thres. Adding
layers to a dependence map using the ordinary ggplot2 syntax works as well, which we demonstrate
in Figure 5 by changing the ggplot2 theme.

The plotting function works in the same way when plotting the local partial correlations returned
by partial_cor(), and the arguments of corplot() are summarized in Table 7.

R> corplot(dlg_objectl,

R+ plot_obs = TRUE,

R+ plot_thres = 0.01,
R+ plot_labels = FALSE,
R+ alpha_point = 0.3,
R+ main = "",

R+ xlab = "",

R+ ylab = "") +

R+  theme_classic()

Conclusion

The statistical literature has seen a number of applications of local Gaussian approximations in the
last decade, covering several topics in dependence modeling and inference, as well as the estimation
of multivariate density and conditional density functions. In this paper, we demonstrate the imple-
mentation of these methods in the R programming language using the lg package, as well as the
graphical representation of the estimated local Gaussian correlation. The package is complete in the
sense that all major methods that have been published within this framework is now easily accessible
to the practitioner. The package is also designed with a modular infrastructure that allows future
methodological developments using local Gaussian approximations to be easily added to the package.

Acknowledgements

The author gratefully acknowledges the constructive comments made by two anonymous referees.

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859


https://CRAN.R-project.org/package=ggplot2
https://CRAN.R-project.org/package=mvtnorm
https://CRAN.R-project.org/package=ggplot2
https://CRAN.R-project.org/package=ggplot2
https://CRAN.R-project.org/package=lg

CONTRIBUTED RESEARCH ARTICLES

Argument Explanation Default value

lg_object The lg-object created by 1g_main()

grid The evaluation points for the LGPC, must be a

data frame or matrix having 2 columns NULL
cond Vector with fixed values for X NULL
level Significance level for approximated confidence bands  0.95

Table 5: Arguments to the partial_cor()-function

Argument Explanation Default value

lg_object The Ig-object created by 1g_main()
h The function k() in (16)
n_rep Number of bootstrap replicates 500

function(x) x*2

Table 6: Arguments to the ci_test()-function

Argument Explanation Default value
dlg_object The object created by dlg() or partial_cor()

pair Which pair to plot if more than two variables 1
gaussian_scale Logical. Plot on the marginal st. normal scale? FALSE
plot_colormap  Logical. Plot the colormap? TRUE
plot_obs Logical. Superimpose observations? FALSE
plot_labels Logical. Plot labels on dependence map? TRUE
plot_legend Logical. Add legend? FALSE
plot_thres Threshold for plotting the estimated LGC 0
alpha_tile Transparency of color tiles 0.8
alpha_point Transparency of points 0.8
low_color Color representing p = —1 "blue”
high_color Color representing p = +1 "red”
break_int Break interval for color coding 0.2
label_size Size of labels in plot 3
font_family Font family for labels "sans”
point_size Size of points, if plotted NULL
x1im, ylim Axis limits NULL
xlab, ylab Axis labels NULL
rholab Title of legend NULL
main, subtitle  Title and subtitle of plot NULL

Table 7: Arguments to the corplot ()-function
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Local correlations for pair 1 (variables 1 and 2)

Figure 4: Dependence map produced by corplot() using the default configuration
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Figure 5: Dependence map produced by tweaking the arguments of corplot()
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Estimating Social Influence Effects in
Networks Using A Latent Space Adjusted
Approach in R

by Ran Xu

Abstract Social influence effects have been extensively studied in various empirical network research.
However, many challenges remain in estimating social influence effects in networks, as influence
effects are often entangled with other factors, such as homophily in the selection process and the
common social-environmental factors that individuals are embedded in. Methods currently available
either do not solve these problems or require stringent assumptions. Recent works by Xu (2018) and
others have shown that a latent space adjusted approach based on the latent space model has the
potential to disentangle the influence effects from other processes, and the simulation evidence has
shown that this approach outperforms other state-of-the-art approaches in terms of recovering the
true social influence effect when there is an unobserved trait co-determining influence and selection.
In this paper, I will further illustrate how the latent space adjusted approach can account for bias in
the estimation of social influence effects and how this approach can be easily implemented in R.

Introduction

Social influence effects, sometimes referred to as spillover or contagion effects, have long been central
to the field of social science (Asch, 1972; Erbring and Young, 1979; Bandura, 1986). It is defined as the
propensity for the behavior of an individual to vary along with the prevalence of that behavior in some
reference group (Manski, 1993), such as one’s social contacts. With the availability of social network
data, social influence effects have received much attention and have been widely used to study various
phenomena such as the spread of health behavior (e.g., obesity and smoking) (Christakis and Fowler,
2007, 2008), psychological states (Cacioppo et al., 2008; German et al., 2012), professional practices
(Frank et al., 2004) and information diffusion (Valente, 1995, 1996).

However, many challenges remain in estimating social influence effects, especially from observa-
tional network data, because it is difficult to separate the effect of social influences from other processes
that operate simultaneously. That is, when we observe that people in close relationships or interactions
tend to be similar in their behaviors or states, it is difficult to identify the underlying mechanisms that
generate these patterns. One mechanism could be influence or contagion (Friedkin and Johnsen, 1999;
Friedkin, 2001; Oetting and Donnermeyer, 1998), whereby individuals assimilate the behavior of their
network partners. Another mechanism could be selection — in particular, homophily (Mcpherson and
Smith-Lovin, 1987; Mcpherson et al., 2001), in which individuals seek to interact with similar others.
Furthermore, there could be some common social-environmental factors — individuals with previous
similarities select themselves into the same social settings (e.g., hospital or alcoholics anonymous (AA)
support group), and actual network formation just reflects the opportunities of meeting in this social
setting (Feld, 1981, 1982; Kalmijn and Flap, 2001)".

Entanglement among these different mechanisms unavoidably induces bias when we estimate so-
cial influence effects (Shalizi and Thomas, 2011). Various statistical methods and recent advancements
in the field of social network analysis have attempted to reduce the bias in estimating social influence
effects, such as instrumental variable (IV) methods (Bramoulle et al., 2009), propensity score methods
(Aral et al., 2009), and stochastic actor-oriented models (SAOM) (Snijders et al., 2010). Although each
potentially leverages extra information in the data to reduce bias, none can claim to eliminate all
sources of bias.

Recent works by Xu (2018) and others (Shalizi and McFowland III, 2018) have shown that a
latent space adjusted approach based on the latent space model (Hoff et al., 2002) has the potential
to disentangle the social influence effects from other processes operating at the same time, and
simulation evidence has shown that this approach outperforms some other state-of-the-art methods
(e.g., instrumental variable method, structural equation model) in terms of recovering the true social
influence effects. In this paper, I will illustrate how the latent space adjusted approach can account for

IThere are also structural constraints such as transitivity and preferential attachment which could cause people
to become friends. However, these mechanisms in themselves do not entangle with influence (e.g., one can befriend
another having high popularity but different behavior). In these cases, another mechanism must be present to
induce similarities between these friends (e.g., selection of common friends based on similarity in attributes), and
thus the entanglement goes back to the original three mechanisms, namely influence, selection based on homophily,
and social-environmental factors.
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bias in the estimation of social influence effects and demonstrate how it can be easily incorporated
with various models in R to estimate social influence effects. In the following sections, I will first
explain the challenges in estimating social influence effects and how they can be framed as an omitted
variable bias problem. Then I will formally introduce the latent space adjusted approach and explain
how it can account for bias in the estimation of social influence effects. Finally, I will demonstrate how
this approach can be easily implemented in R and how it can be incorporated with various models to
estimate social influence effects, including a dynamic linear-in-mean influence model and a stochastic
actor-oriented model (SAOM).

Identification of Social Influence as An Omitted Variable Bias Problem

Similarities of behavior, state, and characteristics of two individuals in a network relationship can
be caused by three primary mechanisms: influence, homophilous selection, or common social-
environmental factors (Vanderweele and An, 2013). While it is possible to rule out some mechanisms
through random treatment assignment or networks in experiments, entanglement among these differ-
ent mechanisms makes it difficult to correctly estimate social influence effects from observational data
(Xu, 2020). The challenges in estimation caused by entanglement among social influence effects and
common social-environmental factors can be easily framed as an omitted variable bias problem (e.g.,
ignoring the group or environment individuals belong to when estimating the social influence model).
What is less obvious is that entanglement between the influence and the homophilous selection can
also be framed as an omitted variable bias problem. As pointed out by Steglich et al. (2010), one
of the important concerns of SAOM is the "possibility that there may be non-observed variables
co-determining the probabilities of change in network and/or behavior". Shalizi and Thomas (2011)
have shown that when there is an unobserved trait that co-determines both behavior and network
choice, social influence effects are generally unidentifiable as social influence and homophily (selection)
are generically confounded through this unobserved trait.

To give an example, assuming that adolescent i’s alcohol use at time ¢, alcoholy, is the outcome of
interest, and it is a function of his/her previous alcohol use, alcohol;;_1, his/her friend j’s previous
alcohol use, alcoholjt_l (i.e., social influence), and an unobserved tendency for substance-abuse (arrow
D in Figure 1). At the same time, there is a homophilous selection based on this unobserved substance-
abuse tendency in the network — individuals with similar levels of substance-abuse tendency are more
likely to be friends (arrow A in Figure 1). As a result, person j’s alcohol use, which is a function of
person j’s substance-abuse tendency (arrow B;), will be correlated with person i’s substance-abuse
tendency through homophilous selection (arrow C in Figure 1). However, as the substance-abuse
tendency is unobserved, this violates the key assumption of most estimation methods (i.e., the omitted
variable should not correlate with the independent variables) such that the estimates of the social
influence effects will be biased and inconsistent.

Substance- -~ Substance-
abuse abuse
tendency, tendency, Key

Unobserved
Variables

Observed
Al -
Alcohol Use;, i e

Figure 1: Demonstration of the omitted variable bias.

Latent Space Adjusted Approach

Xu (2018) recently proposed a latent space adjusted approach, and simulation evidence has shown that
it has the potential to correctly identify social influence effects when there is an unobserved variable
that co-determines the influence and the selection process. Specifically, the behavioral (influence)
model can be represented as

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES

59

Y; = f(Zi, Y,

]rXirCi) 1)

ijs
where the behavior of person i, Y;, is a function of the behaviors of his/her network partners
J, Yj, the network relations between i and j, Z; j, person i’s observed characteristics X; as well as a

time-invariant unobserved trait cl-.Z For example, adolescent i’s alcohol use at time ¢, Yj;, can be a
function of his/her previous alcohol use, Yj;_1, his/her close friends” previous alcohol use Yj;_1,
his/her own cigarette use, Xj;, and a time-invariant unobserved tendency for substance abuse c;.

The selection model can be represented as

P(Z;j =1) = g(Xij, D(ci,cj)) @

where the probability that person i and person j has a network relation is a function of the
individual and dyadic level observed variables Xij, and a distance function of the unobserved trait ¢
between i and j, such that 7 and j are more likely to have a network relation when they are close to each
other in terms of c. For example, the probability that adolescent i and j are friends at time f Z;;; can
be a function of the absolute value of the differences between their cigarette use at time t | Xj; — Xy
(observed homophily) and the absolute value of the differences between their unobserved tendencies
for substance abuse |c; — ¢;| (latent homophily), where i and j are more likely to become friends when
they are similar to each other in terms of the cigarette use (X) or the tendency for substance abuse (c).

Ideally, if there is any information about this unobserved trait ¢ from the selection process in (2),
it can be leveraged and used in the estimation of the behavioral model in (1), and in principle this
will reduce the bias when estimating the social influence effects. However, the estimations of most
selection models are based on the observed variables and thus do not attend to those factors that are
unobserved. Xu (2018) extended this idea and built on the theoretical logic of latent space models
(Hoff et al., 2002). Latent space models assume that each individual has a "latent position" that lies in
an unobserved n-dimensional social space, and the probability of interaction between any two actors
depends on the latent positions of these two actors. Specifically, the model takes a logistic form and
can be specified as

logodds(Z;j = 1[c;, cj, xjj, &, B) = a + ﬁ/x,-]- = lei — ¢ 3)

Here, Z;; indicates whether there is a network relation from i to j, x;j is a vector of the observed
covariates (at the dyadic level or node level), ¢ indicates the latent social position of i and j, and
|c; — cj| represents the Euclidean distance between i and ;s latent positions (it could also be replaced
by other distance functions). When i and j are closer to each other in terms of the latent position c, they
will have a higher probability of having a network relation. And these latent positions can represent
determinants of the network relations that have not been accounted for by the observed variables
in the selection process. The parameters « and j are estimated using either Maximum-Likelihood
Estimation (MLE) or Markov Chain Monte Carlo (MCMC) methods, and the latent positions c can be
estimated by Minimum Kullback-Leibler (MKL) estimates (Shortreed et al., 2006).

It is not difficult to see that the latent space model in (3) is very similar to the selection process
in (2), except that c represents the latent position in the latent space model, while ¢ represents the
individual’s unobserved trait in (2).” For any pair of i and j, a smaller distance between the latent
social positions or the unobserved traits will result in a higher likelihood of having network relations.
Therefore, when two individuals are close to each other in terms of the unobserved traits, they are
more likely to have a network relation, and they should also be close to each other in terms of the
latent positions (and vice versa).

Furthermore, if these latent positions from the latent space model are estimated accurately enough,
the estimates of these latent positions can be used as the proxies for the unobserved traits that
determine the homophily in the selection process. In fact, for two one dimensional variables X and Y,
if the distance correlation (e.g., correlation between |X; — X;| and |Y; — Yj|) is 1, then Y can be written
as a linear function of X: Y = a 4 bX (Szekely et al., 2007), which means the correlation between the
two variables are either 1 or -1. Thus, the estimated latent positions from the latent space model
can be used as the proxies (Wooldridge, 2011) for the unobserved traits that co-determine influence
and selection, and including the latent positions as additional covariates in the behavioral model
will reduce the bias in the estimation of social influence effects. For example, to model adolescents
social influences on their alcohol use, we can first use a latent space model to model the friendship
network of adolescents and acquire the estimated "latent positions" for each individual, and then use

’

2Here Y, X, Z are assumed to be time-variant and c is assumed to be time-invariant, but the assumption can be
relaxed.

3Here 1 only choose one-dimensional latent social positions to mimic the unobserved trait that drives the
homophily in the selection process. The arguments can easily be extended to multi-dimensional latent positions.

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES

60

these estimates as the proxies for the unobserved substance-abuse tendencies in the behavioral model,
and thus achieve a better estimation of the true social influence effects. If the social network data is
longitudinal, estimated latent positions from each time point can be included as separate covariates in
the behavioral model to better approximate the unobserved trait.

Shalizi and McFowland III (2018) have shown that if the network grows according to a continuous
latent space model, the latent positions can be consistently estimated. Controlling for these latent
positions allows for unbiased and consistent estimation of the social-influence effects in additive
influence models. Simulation evidence from Xu (2018) has shown that when there is a time-invariant
unobserved variable that co-determines selection and influence, the estimated latent positions can
be good proxies for the unobserved variable, and the latent space adjusted approach outperforms
other methods that are commonly used to deal with the unobserved variables, including a structural
equation based estimator (implemented using lavaan package in R (Rosseel and Jorgensen, 2019))
and an instrumental variable estimator (implemented using plm package in R (Croissant et al., 2021)),
in producing the smallest bias and standard error of the social influence effect using a dynamic
linear-in-mean influence model. The results are robust to the inclusion of additional covariates,
structural properties (e.g., transitivity) in networks, different scaling of the latent space model, or even
misspecifications (Xu, 2018).

Finally, there are a couple of things to note: (1) for the estimated latent positions to better ap-
proximate the unobserved traits, we need to control for other mechanisms that are likely to drive
the selection process in the latent space model, such as homophily based on the observed variables,
transitivity, alter, and ego effects. (2) In principle this method can apply to any functional form of the
behavioral/influence model (e.g., stochastic actor-oriented models), as essentially this approach just
adds additional covariates as the proxies for the unobserved traits. (3) As the scales and the actual
positions of the estimated latent positions are essentially arbitrary (Hoff et al., 2002), the actual values
of the latent positions might be very different from the actual values of the unobserved traits that
co-determine influence and selection. However, as long as the estimated latent positions are highly
correlated with the unobserved traits (i.e., actors who are close to each other on the latent positions
are also close to each other in terms of the unobserved traits), the social influence effects can still
be consistently estimated. (4) This approach works in scenarios where there are unobserved traits
that co-determine influence and selection (homophily).J' It does not improve the estimation of social
influence effects when the unobserved traits are only present in one process but not the other.

An Empirical Example in R

In this section, I present an empirical example illustrating how to implement the latent space adjusted
approach to estimate the social influence effect using R 3.5.2. The data comes from the social network
data collected in the Teenage Friends and Lifestyle Study data set (Michell, 2000; Pearson and West,
2003). Friendship network data and substance use were recorded for a cohort of 50 female pupils in a
school in the West of Scotland. The panel data were recorded over three years, starting in 1995, when
the pupils were aged 13, and ending in 1997. The friendship networks were formed by allowing the
pupils to name up to twelve best friends. Pupils were also asked about substance use and adolescent
behavior associated with, for instance, lifestyle, sporting behavior, tobacco, alcohol, and cannabis
consumption. The question on sporting activity asked if the pupil regularly took part in any sport, or
went training for sport, out of school (e.g., football, gymnastics, skating, mountain biking). The school
was representative of others in the region in terms of social class composition (Pearson and West,
2003). The key variables used in this example were measured three times from 1995-1997 and included
pupils’ friendship networks (binary variable representing each possible directed pair, 1 if nominated
and 0 otherwise), smoking (measured on a 1-3 scale), drug use (measured on a 1-4 scale), alcohol use
(measured on a 1-5 scale) and sport activity (measured on a 1-2 scale). The dataset is available here.

First, I install and load all the packages needed in R. latentnet is the package that is used to estimate
the latent space model (Krivitsky and Handcock, 2020). And statnet is the package to manipulate and
create the network object (Handcock et al., 2019).

> library(latentnet)
> library(RSiena)

> library(sna)

> library(statnet)

The network data comes with the RSiena package (Ripley et al., 2018). I load the attribute data
into the current session and create network objects over 3 time points:

4In principle this approach could also account for unobserved social-environmental factors that drive influence
and selection.
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##lLoad girls' attributes on smoking, drug use, sport and alcohol use
> sb@0s<-read.table("s50-smoke.dat"”,header=FALSE)

> sb@d<-read.table("s50-drugs.dat"”,header=FALSE)

> sb@sp<-read.table("s50-sport.dat”, header=FALSE)

> sb@a<-read.table("s50-alcohol.dat"”, header=FALSE)

## Create network object with attributes for each time point
> gl1<-network(s501,directed=TRUE)

gl%v%"a" <- s50al[,1]

gl1%v%"s" <- s50s[,1]

g1%v%"sp"” <- s50sp[,1]

g1%v%"d" <- s5ed[,1]

vV V V V

g2<-network(s502,directed=TRUE)
g2%v%"a" <- sb5e@al,2]

g2%v%"s" <- s5@s[,2]

g2%v%"sp"” <- s50spl,2]

g2%vh"d" <- shed[,2]

V V V V V

g3<-network(s503,directed=TRUE)
g3%v%"a" <- sbeal,3]

g3%vkh"s" <- s50s[,3]

g3%v%"sp"” <- s50spl,3]

g3%vk"d" <- s5ed[,3]

V V V V V

We can plot each network and observe how they have changed over time. Figure 2 shows how
these girls’ friendship networks have changed from 1995 to 1997. The network graphs show that there
have been considerable network changes over time, and distinct components/clusters have emerged
over time.

1995 1996

1997

Figure 2: Girls’ friendship network from 1995 to 1997.

My primary research question is whether these girls influence each other’s alcohol use. Here I
demonstrate how to estimate the social influence effect by incorporating the latent space adjusted
approach with a dynamic linear-in-mean model (Friedkin and Johnsen, 1990) using the "1m" function
and a stochastic actor-oriented model using RSiena package (Snijders et al., 2010; Ripley et al., 2018)
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in R. I start by estimating the latent space models using the "ergmm” function to extract the estimated
latent positions. Specifically, I estimate two latent space models based on networks in 1995 and 1996
with one dimensional latent space, while controlling for homophily based on observed variables such
as alcohol, smoking, drug use and sport:

mi<-ergmm(gl ~ euclidean(d = 1)+absdiff("a")+absdiff("s")+absdiff("sp")+absdiff("d"),
control=ergmm.control(sample.size=5000,burnin=20000,interval=10,Z.delta=5))
m2<-ergmm(g2 ~ euclidean(d = 1)+absdiff("a")+absdiff("s")+absdiff("sp")+absdiff("d"),
control=ergmm.control(sample.size=5000,burnin=20000,interval=10,Z.delta=5))

+ V + V

Once the latent space models are estimated, I can extract the latent positions and add them as
additional covariates when estimating the behavioral/influence model. First I estimate a dynamic
linear-in-mean influence model, which can be represented as (Friedkin and Johnsen, 1990):

Y Zijt1Yj1

Yt = Bo+ B1Yir—1+ Po Tt + BaXit + eyt 4
r Zz]tfl

where Yj; is the behavior of i at time f, Yj; 1 is the previous behavior of i, Z;j; 1 is a dummy

variable indicating if there is a link from i to j at time t — 1, i.e., 1 if yes and 0 otherwise, an

is the average behaviors at time t — 1 among the network neighbors of i, and B, represents the social
influence effect. X;; represents other concurrent variables of i that might affect the behavioral outcome
Y. To estimate the dynamic linear-in-mean influence model, I first need to construct the dataset used
by this model:

## create the average alcohol use of each person's friends
> E<-matrix(0,50,3)

for (i in 1:50)

{

if (sum(s501[i,])!=0)
E[i,1]<-(s501[1,1%x%s50al,1]1)/sum(s501[1i,])
if (sum(s502[i,])!=0)
E[i,2]<-(s502[1,1%*%s50al,2])/sum(s502[i,1)
if (sum(s503[i,])!=0)
E[i,3]<-(s503[1,1%*%s50al,3])/sum(s503[1i,]1)
}

## create the dataset to estimate the dynamic linear-in-mean influence model

> alcohol<-c(sb50al,3],s50a[,2])
> lag_alc<-c(s50a[,2],s50a[,1])
> expo<-c(E[,2],E[,11)
> drug<-c(s5ed[,3],s50d[,2])
> smoke<-c(s50s[,3],s50s[,2])
> sport<-c(s50sp[,3]1,s50sp[,2]1)
> latent_pos2<-rep(m2$mk1$Z,2)
> latent_posi<-rep(m1$mkl$Z,2)
> infl<-data.frame(cbind(alcohol,lag_alc,expo,drug, smoke,sport,
+ latent_pos1,latent_pos2,rep(c(1:50),2),rep(c(1:2),each=50)))
> head(infl)
alcohol lag_alc expo drug smoke sport latent_pos1 latent_pos2 V9 V10
1 3 1 4.333333 1 1 1 -5.997364 -8.472008 1
2 2 2 4.000000 3 3 1 -7.324663 -2.941830 2 1
3 3 3 2.500000 1 1 1 6.734962 9.064313 3 1
4 2 3 3.000000 1 1 1 6.734962 9.197778 4 1
5 4 3 3.500000 3 1 2 1.945568 7.413702 5 1
6 4 4 5.000000 1 3 2 18.585402 1.648355 6 1

We can also look at the correlations between the estimated latent positions and the observed variables:

> cor(infl[,1:8])

alcohol 1lag_alc expo drug smoke sport latent_posl latent_pos2
alcohol 1.0000 0.699 0.458 0.455 0.386 -0.092 -0.387 -0.317
lag_alc 0.6992 1.000 0.461 0.455 0.465 -0.165 -0.403 -0.364
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expo 0.4585 Q
drug 0.4553 Q
smoke 0.3863 Q
sport -0.0922 -0.

latent_pos1 -0.3872 -0.
latent_pos2 -0.3173  -0.

From the correlation table, strong network autocorrelations are observed — one’s alcohol use
alcohol, previous alcohol use lag_alc, and friends” alcohol use expo are all highly correlated with
each other. Furthermore, the estimated latent positions in 1995 and 1996 latent_pos1 and latent_pos2
have sizable correlations with both girls” alcohol use and their friends” alcohol use. As the calculations
of the latent positions are already conditioned on homophily based on the observed variables such as
alcohol, drug, smoking, and sport, the results suggest that there might be some unobserved variables
(e.g., an unobserved tendency for substance abuse) that drive both girls” alcohol use and choice of

friends.

To estimate the dynamic linear-in-mean influence model, I first estimate an influence model with
the latent positions as the additional covariates and then estimate another model without the latent

positions:

L4611

.465 0.

165 -0.
403 -0.
364 -0.

.000
.455 0.

348
416
221
550
241

0.348
1.000
0.592
-0.382
-0.283
-0.453

0.416
0.592
1.000
-0.224
-0.340
-0.463

.221
.382
.224
.000
.145
.162

.550
.283
.340
.145
. 000
.150

-0.241
-0.453
-0.463
0.162
0.150
1.000

> summary(1lm(alcohol~lag_alc+expotsmoke+sport+drug+latent_posi+latent_pos2,data=infl))

Call:

Im(formula = alcohol ~ lag_alc + expo + smoke + sport + drug +
latent_posl1 + latent_pos2, data

Residuals:
Min 1Q Median

3Q

-2.2031 -0.5060 0.1155 0.5177

Coefficients:

Estimate Std.

(Intercept) 0.625653

lag_alc 0.525024
expo 0.128865
smoke -0.071843
sport 0.235112
drug 0.251790

latent_pos1 -0.007709
latent_pos2 -0.004525

Signif. codes: @ '*xx*'

[SENSEESEESENSE S SN

0.

.453098
.084136
.083382
.120567
.168289
.122337
.011007
.014706

1.6

= infl)

Max
341

.381
.240 1
.545
.596
.397
.058
.700
.308

01 'k’

Error t value Pr(>|t])

0.1707

.32e-08

.1257
.5527
.1658
.0424
.4854
.7590

[SENS RS RS I N]

0.05 '.

*kk

0.1

Residual standard error: ©.7715 on 92 degrees of freedom
Multiple R-squared: 0.5426,
F-statistic: 15.59 on 7 and 92 DF,

Adjusted R-squared:
p-value: 2.541e-13

[

1

1

0.5078

> summary(1lm(alcohol~lag_alc+expotsmoke+sport+drug,data=infl))

Im(formula = alcohol ~ lag_alc + expo + smoke + sport + drug,

Call:

data = infl)
Residuals:

Min 1Q Median

3Q

-2.2382 -0.4876 0.0384 ©0.4935

Coefficients:

Estimate Std.

(Intercept) 0.47833

lag_alc 0.53760
expo 0.15298
smoke -0.05760
sport 0.23565
drug 0.26057

[SENSENSESE SN

Error
.40080
.08160
.07516
.11602
.16698
.11873

1.6

t va
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Max
371
lue Pr(>|tl)
.193  0.2357

.588 2.54e-09 *xx*%
.035  0.0446 *
.496  0.6207
.41 0.1615
.195  0.0307 *
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Signif. codes: @ 'x*x' 0.001 '*x' .01 '*x' .05 '.' 0.1 ' ' 1

Residual standard error: ©.7655 on 94 degrees of freedom
Multiple R-squared: 0.5398, Adjusted R-squared: 0.5154
F-statistic: 22.06 on 5 and 94 DF, p-value: 1.473e-14

Results show that if I only include previous alcohol use and other observed covariates, the social
influence effect on alcohol use is significant (coef=.152, se=.075, p=.045) — that is, if these girls’ friends
use more alcohol, they will also use more alcohol. However, when I include the latent positions as the
additional covariates in the model, the social influence effect (coef=.129, se=.083, p=.126) is no longer
significant.” These results suggest that there are likely to be unobserved variables that drive both girls’
alcohol use and choice of friends (e.g. unobserved substance-abuse tendency), and ignoring them
will lead to 18% overestimation of the social influence effect in this case, which can lead to erroneous
statistical inferences.

Next, I estimate a Stochastic Actor-Oriented Model (SAOM) using RSiena to test if there is any
social influence effect on girls” alcohol use. SAOM is a class of simulation-based statistical models that
can model behavioral and network change simultaneously. In the simulation process, SAOM assumes
the underlying time is continuous and that actors control their behavior and outgoing ties. At a given
moment, one probabilistically selected actor has the opportunity to change one outgoing tie or small
step in his or her behavior. The change follows a Markov process in which small changes in networks
and behavior are accumulated in each micro-step, and large differences can then be observed between
initial and final networks (Snijders et al., 2010). For statistical inference, the parameter values of the
simulation algorithms are selected such that the simulated and observed data resemble each other
most closely, and the parameters can be estimated by matching key statistics of the simulated and
observed networks via the method of moments, generalized method of moments, or likelihood-based
methods (Steglich et al., 2010). SAOM is appealing as it intuitively incorporates both the influence
and network-selection process from an individual-level perspective, such that the network-selection
effects are adjusted for in the estimation of influence effects. However, estimates from SAOMs are
still likely to be biased when unobserved variables are co-determining the probabilities of change in
network and/or behavior (Steglich et al., 2010) and thus may benefit from the latent space adjusted
approach in these scenarios.

I start by constructing a dataset that can be used by SAOM models for estimation:

## create data structure that can be used to estimate SAOM

friend.data.wl <- s501

friend.data.w2 <- s502

friend.data.w3 <- s503

drink <- s50a

smoke <- s50s

drug <- sb5ed

sport <- s5@sp

friendship <- sienaDependent( array( c( friend.data.wl, friend.data.w2,
friend.data.w3 ),

dim = c( 50, 50, 3 ) )
drinkingbeh <- sienaDependent( drink, type = "behavior"” )
smokingbeh <- varCovar( as.matrix(smoke))
drugbeh <- varCovar( as.matrix(drug))
sportbeh <- varCovar( as.matrix(sport))
lat1<-coCovar(as.vector(mi$mkl$Z)) ## latent position from 1995
lat2<-coCovar(as.vector(m2$mkl$z2)) ## latent position from 1996
myCoEvolutionData <- sienaDataCreate( friendship, drinkingbeh,

smokingbeh,drugbeh, sportbeh,lat1,lat2 )

+ VVVVVVVYV + +VVVYVYVYVVYV

To specify the SAOM model, the following codes can be used. Specifically, in the selection part
of the model, I include structural effects such as reciprocity, transitivity, popularity, geometrically
weighted degree, and homophily based on alcohol, drug use, smoking, sport, and the latent positions.
In the behavioral part of the model, I model girls” alcohol use as a function of the linear and quadratic
shapes, average similarity effect (i.e., social influence effect), the observed covariates such as drug use,
smoking, sport, as well as the latent positions as the additional covariates:

5Latent space model uses a MCMC estimation and thus the results will be slightly different each time. It is
suggested to estimate latent space model with longer burn-in, larger sample size, and over multiple times to acquire
the final estimates (e.g., using mean or mode of the estimates).
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> myCoEvolutionEff2 <- getEffects( myCoEvolutionData )
>

> effectsDocumentation(myCoEvolutionEff2)
>

## specify predictors to model selection/network in SAOM

> myCoEvolutionEff2 <- includeEffects( myCoEvolutionEff2, transTrip,
+ cycle3, gwespFF, inPop, outPop)

> myCoEvolutionEff2 <- includeEffects( myCoEvolutionEff2, simX,

+ interactionl = "smokingbeh” )
> myCoEvolutionEff2 <- includeEffects( myCoEvolutionEff2, simX,

+ interactionl = "drugbeh” )

> myCoEvolutionEff2 <- includeEffects( myCoEvolutionEff2, simX,

+ interactionl = "sportbeh” )

> myCoEvolutionEff2 <- includeEffects(myCoEvolutionEff2, simX,

+ interactionl = "drinkingbeh” )
> myCoEvolutionEff2 <- includeEffects(myCoEvolutionEff2, simX,

+ interactionl = "lat1"” )

> myCoEvolutionEff2 <- includeEffects(myCoEvolutionEff2, simX,

+ interactionl = "lat2" )

## specify predictors to model behavior (alcohol use) in SAOM

> myCoEvolutionEff2 <- includeEffects( myCoEvolutionEff2,

+ name = "drinkingbeh",

+ avSim,

+ interactionl = "friendship” )
> myCoEvolutionEff2 <- includeEffects( myCoEvolutionEff2,

+ name = "drinkingbeh”, effFrom,
+ interactionl = "smokingbeh")

> myCoEvolutionEff2 <- includeEffects( myCoEvolutionEff2,

+ name = "drinkingbeh”, effFrom,
+ interactionl = "drugbeh")

> myCoEvolutionEff2 <- includeEffects( myCoEvolutionEff2,

+ name = "drinkingbeh”, effFrom,
+ interactionl = "sportbeh")

> myCoEvolutionEff2 <- includeEffects( myCoEvolutionEff2,

+ name = "drinkingbeh”, effFrom,
+ interactionl = "lat1")

> myCoEvolutionEff2 <- includeEffects( myCoEvolutionEff2,

+ name = "drinkingbeh”, effFrom,
+ interactionl = "lat2")

To estimate the SAOM model, I type:

(ans2 <- siena@7( betterCoEvAlgorithm, data = myCoEvolutionData,

>
4
>
>
>
+ effects = myCoEvolutionEff2))

Estimates, standard errors and convergence t-ratios

Estimate  Standard
Error
Network Dynamics

1. rate constant friendship rate (period 1) 6.7804 ( 1.9520 )
2. rate constant friendship rate (period 2) 5.5804 ( 1.5074 )
3. eval outdegree (density) -3.8226 ( 0.4710 )
4. eval reciprocity 2.2901 ( 0.4352 )
5. eval transitive triplets -1.1221 ( 0.9042 )
6. eval 3-cycles 1.1517 ( 0.5529 )
7. eval GWESP I -> K -> J (69) 2.7667 ( 1.8913 )
8. eval indegree - popularity 0.1178 ( 0.1121 )
9. eval outdegree - popularity -0.5368 ( @0.1570 )
10. eval latl similarity 0.6507 ( 0.5186 )
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betterCoEvAlgorithm <- sienaAlgorithmCreate( projname = 's50CoEv_3',
diagonalize = 0.2, doubleAveraging = 0)

Convergence

t-ratio

-0.0247
-0.0446
-0.0268
-0.0036
-0.0228
-0.0201
-0.0204
-0.0313
-0.0286
-0.0439
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11. eval lat2 similarity 7.7015 ( 1.3888 ) -0.0198
12. eval drinkingbeh similarity 0.6110 ( 0.6676 ) 0.0086
13. eval smokingbeh similarity 0.0755 ( 0.2577 ) 0.0176
14. eval drugbeh similarity 0.8831 ( 0.5177 ) -0.0197
15. eval sportbeh similarity 0.2044 ( 0.1843 ) 0.0627
Behavior Dynamics
16. rate rate drinkingbeh (period 1) 1.2506 ( ©0.3943 ) 0.0629
17. rate rate drinkingbeh (period 2) 1.7510 ( 0.5416 ) 0.0174
18. eval drinkingbeh linear shape 0.3880 ( 0.1903 ) -0.0095
19. eval drinkingbeh quadratic shape -0.1304 ( 0.1459 ) -0.0447
20. eval drinkingbeh average similarity 3.0265 ( 2.2662 ) 0.0059
21. eval drinkingbeh: effect from lat1l -0.0240 ( 0.0235 ) 0.0612
22. eval drinkingbeh: effect from lat2 -0.0169 ( 0.0324 ) 0.0166
23. eval drinkingbeh: effect from smokingbeh -0.3243 ( ©.3157 ) -0.0706
24. eval drinkingbeh: effect from drugbeh 0.0538 ( 0.2728 ) -0.0154
25. eval drinkingbeh: effect from sportbeh 0.3266 ( 0.3720 ) 0.0066

Overall maximum convergence ratio: 0.1721

Total of 3944 iteration steps.

Results show that there is strong homophily based on the latent positions in the selection process.
Furthermore, the estimate for average similarity (i.e., social influence effect) effect is 3.03, and the
standard error is 2.27. Next, I compare it with a SAOM model that excludes the latent positions in
both selection and behavioral models. Results are shown below:

Estimates, standard errors and convergence t-ratios

Estimate  Standard Convergence

Error t-ratio
Network Dynamics
1. rate constant friendship rate (period 1) 5.6744 ( 1.4262 ) 0.0123
2. rate constant friendship rate (period 2) 4.4861 ( ©0.9524 ) -0.0206
3. eval outdegree (density) -2.3732 ( 0.2822 ) 0.0193
4. eval reciprocity 3.0429 ( 0.4632 ) 0.0205
5. eval transitive triplets -1.4128 ( 0.8951 ) 0.0193
6. eval 3-cycles 1.7027 ( 0.5465 ) 0.0205
7. eval GWESP I -> K -> J (69) 3.6722 ( 1.7601 ) 0.0104
8. eval indegree - popularity 0.0872 ( 0.1019 ) -0.0118
9. eval outdegree - popularity -0.6361 ( 0.1700 ) 0.0215
10. eval drinkingbeh similarity 1.2178 ( 0.7357 ) 0.0277
11. eval smokingbeh similarity -0.0006 ( 0.2812 ) -0.0166
12. eval drugbeh similarity 0.9889 ( 0.4224 ) -0.0231
13. eval sportbeh similarity 0.1628 ( 0.1859 ) -0.0149
Behavior Dynamics

14. rate rate drinkingbeh (period 1) 1.2869 ( 0.3117 ) 0.0219
15. rate rate drinkingbeh (period 2) 1.7214 ( 0.4520 ) 0.0173
16. eval drinkingbeh linear shape 0.3975 ( 0.1840 ) -0.0159
17. eval drinkingbeh quadratic shape -0.0542 ( 0.1209 ) 0.0014
18. eval drinkingbeh average similarity 4.0685 ( 2.0968 ) 0.0147
19. eval drinkingbeh: effect from smokingbeh -0.2452 ( 0.3031 ) 0.0476
20. eval drinkingbeh: effect from drugbeh 0.0836 ( 0.2829 ) 0.0277
21. eval drinkingbeh: effect from sportbeh 0.3029 ( 0.3710 ) -0.0065

Overall maximum convergence ratio: 0.1545

Total of 3743 iteration steps.

The estimate for the social influence effect is now 4.07, with a standard error of 2.10. As a result,
ignoring the latent position will likely lead to 34% overestimation of the social influence effect in this
case using the SAOM models.
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Discussion and Conclusion

Social influence effects are generally difficult to identify, as influence processes are often entangled
with other processes such as selection and social-environmental factors. Here I have shown that this
entanglement/difficulty can essentially be framed as an omitted variable bias problem, and a latent
space adjusted approach holds promise to correctly identify social influence effects in this case. And I
have demonstrated how to use the latent space adjusted approach to estimate various social influence
models with existing packages in R. Results show that models that ignore the unobserved variables
that drive both influence and selection are likely to overestimate the true social influence effect, while
the latent space adjusted approach holds promise to correct that bias and serves as a more conservative
test of the true social influence effect.

Although the latent space adjusted approach proposed in this paper is flexible enough to be
incorporated with any functional form of the behavioral/influence model, and holds much promise
as an alternative approach to identify the social influence effect, several limitations also come with
this approach: (1) As previously mentioned, the latent space adjusted approach requires that the
same unobserved traits occur in both the influence and the selection process. It can not account for
the unobserved traits that are only present in one of the processes but not the other. (2) The choice
of the dimensions for the latent positions in the latent space model is not clear. Although I have
chosen one-dimensional latent positions in all of the simulations and empirical examples, this does
not need to be the case and there is no clear rule deciding how many dimensions users should use.
(8) The computation of latent positions is very time-consuming, and the computation time increases
significantly with the increase of data or the number of dimensions of the latent positions.

Nevertheless, the latent space adjusted approach proposed here provides a useful and more
plausible estimate of the true social influence effect, especially when the entanglement between
influence and selection is of concern. This paper contributes to the literature by further illustrating
how the latent space adjusted approach may account for bias in the estimation of the social influence
effect, as well as how this approach can be easily implemented in R.
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survidm: An R package for Inference and
Prediction in an Illness-Death Model

by Gustavo Soutinho, Marta Sestelo and Luis Meira-Machado

Abstract Multi-state models are a useful way of describing a process in which an individual moves
through a number of finite states in continuous time. The illness-death model plays a central role in
the theory and practice of these models, describing the dynamics of healthy subjects who may move to
an intermediate "diseased" state before entering into a terminal absorbing state. In these models, one
important goal is the modeling of transition rates which is usually done by studying the relationship
between covariates and disease evolution. However, biomedical researchers are also interested in
reporting other interpretable results in a simple and summarized manner. These include estimates
of predictive probabilities, such as the transition probabilities, occupation probabilities, cumulative
incidence functions, and the sojourn time distributions. The development of survidm package has
been motivated by recent contribution that provides answers to all these topics. An illustration of the
software usage is included using real data.

Introduction

Multi-state models are very useful for describing complex event history data with multiple endpoints.
These models may be considered a generalization of survival analysis where survival is the ultimate
outcome of interest but where information is available about intermediate events which individuals
may experience during the study period. For instance, in most biomedical applications, besides the
"healthy’ initial state and the absorbing ‘dead’ state, one may observe intermediate (transient) states
based on health conditions (e.g., diseased), disease stages (e.g., stages of cancer or HIV infection),
clinical symptoms (e.g., bleeding episodes), biological markers (e.g., CD4 T-lymphocyte cell counts;
serum immunoglobulin levels), or they can represent a non-fatal complication in the course of the
illness (e.g., cancer recurrence, transplantation, etc.). Graphically, these models may be illustrated
using diagrams with boxes representing the states and with arrows between the states representing
the possible transitions. The complexity of the multi-state model greatly depends on the number of
states and also on the possible transitions. The illness-death model is probably the most popular one in
the medical literature. The irreversible version of this model (Figure 1) describes the pathway from an
initial state to an absorbing state either directly or through an intermediate state. Many event-history

data sets from biomedical studies with multiple endpoints can be reduced to this generic structure.

There exists extensive literature on multi-state models. Main contributions include books by Andersen
et al. (1993) and Hougaard (2000) (Chapter 5 and 6). Recent reviews on this topic may be found in the
papers by Putter et al. (2007), Meira-Machado et al. (2009), and Meira-Machado and Sestelo (2019).

0. Healthy 1. lliness

Figure 1: Progressive illness-death model.

One important goal in multi-state modeling is to relate the individual characteristics with the
intensity rates through a covariate vector, but biomedical researchers are also interested in reporting
interpretable results in a simple and summarized manner. These include estimates of predictive
probabilities, such as the transition probabilities, occupation probabilities, cumulative incidence
functions, and the sojourn time distributions. The development of survidm R package has been
motivated by several recent contributions that account for these problems; in particular the newly

developed methods based on subsampling (see Meira-Machado and Sestelo (2019) for further details).

The current version of the package provides seven different approaches to estimate the transition
probabilities, two methods for the sojourn distributions and two approaches for the cumulative
incidence functions. In addition, these probabilities can also be estimated conditionally on covariate
measures. The package also allows the user to perform multi-state regression where the estimation of
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the covariate effects is achieved using Cox regression in which different effects of the covariates are
assumed for different transitions.

Several researchers have recently developed software for multi-state survival analysis. A com-
prehensive list of the available packages in the Comprehensive R Archive Network (CRAN) can
be seen in the CRAN task view ’Survival Analysis’ (Allignol and Latouche, 2018). In R, several
packages provide functions for estimating the transition probabilities (e.g., the package p3state.msm
(Meira-Machado and Roca-Pardifias, 2011), TPmsm (Aratjo et al., 2014), etm (Allignol et al., 2011),
mstate (de Wreede et al., 2011), and TPidm (Balboa and de Ufa-Alvarez, 2018)), but none implements
all the methods addressed by survidm which includes all newly developed methods based on the
subsampling approach (see de Uria-Alvarez and Meira-Machado (2015) and references therein). In
addition, not all allow the users to obtain estimates of the transition probabilities conditional to
covariates. The cmprsk and the timereg R packages can be used to estimate the cumulative incidence
functions in a competing risks model. The package survival (via survfit and coxph functions) can
also be used for competing risks data. The msSurv can be used to estimate the state occupation
probabilities and the sojourn distributions for multi-state models subject to right-censoring (possibly
state-dependent) and left-truncation. The package also provides matrices of transition probabilities
between any two states. However, none of the available software provides an encompassing package
which can be used to estimate all these quantities. Finally, the use of different packages for estimating
these quantities separately is rather difficult because each of the current programs requests its own
data structure. This paper introduces survidm (available from the Comprehensive R Archive Net-
work at https://cran.r-project.org/web/packages/survidm/), a software application for R which
performs inference in a progressive illness-death model. It describes the capabilities of the program
for estimating semiparametric regression models and for implementing nonparametric estimators for
all quantities mentioned above.

The remainder of this paper is organized as follows. The following section provides a brief
introduction to the methodological background. Then, a detailed description of the package is
presented, and its usage is illustrated through the analysis of a real data set. Finally, the last section
contains the main conclusions of this work.

Methodology background

The mathematical background underlying the survidm package is briefly introduced in this section.
A more detailed introduction can be found in Meira-Machado and Sestelo (2019). The present
contribution builds on this article by offering guidelines for using the software to implement the
proposed methods.

Notation

A multi-state model is a model for a time-continuous stochastic process (Y (t),t > 0) which at any
time occupies one of a few possible states. In this paper, we consider the progressive illness-death
model depicted in Figure 1, and we assume that states are numbered as 0 — healthy, 1 — illness, and
2 — death. We also assume that all subjects enter the study in State 0 and that they may either visit
State 1 at some time point; or not, going directly to the absorbing state (State 2).

This model is characterized by the joint distribution of (Z, T), where Z denotes the sojourn time in
the initial State 0, and T is the total survival time of the process. As usual with survival data, individuals
are generally followed over a certain period of time, providing right-censored observations which
are modeled by considering a censoring variable C, which we assume to be independent of of (Z, T).
Due to censoring, rather than (Z, T), we observe 7 = min(Z,C), T = min(T,C), Ay = I(Z < C),
and A = I(T < C) for the respective censoring indicators of Z and T. Finally, the available data is
(Z;, T;, A1, A7), 1 < i < m,iid. copies of (Z,T,Aq,A).

Regression models for transitions intensities

One important goal in multi-state modeling is to study the relationships between the different predic-
tors and the outcome. To relate the individual characteristics to the intensity rates, several models
have been used in the literature. A common simplifying strategy is to decouple the whole process into
various survival models by fitting separate intensities to all permitted transitions using semiparametric
Cox proportional hazard regression models (Cox, 1972), while making appropriate adjustments to the
risk set. The most common models are characterized through one of the two model assumptions that
can be made about the dependence of the transition intensities and time. The transition intensities
may be modeled using separated Cox models assuming the process to be Markovian (also known as
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the clock forward modeling approach), which states that past and future are independent given the
present state. They can also be modeled using a semi-Markov model in which the future of the process
does not depend on the current time but rather on the duration in the current state. Semi-Markov
models are also called “clock reset’ models because each time the patient enters a new state, the time is
reset to 0. The package survidm is restricted to these two semiparametric multi-state models, but other
models are possible for the analysis of multi-state survival data. For example, time-homogeneous
markov models and model with piecewise constant intensities are implemented in the msm R package
(Jackson, 2011). Aalen additive model (Aalen et al., 2001) and accelerated failure time models (Wei,
1992) are another class of regression models that can be an alternative to the Cox proportional hazards
model.

Transition probabilities

For two states &, j and two time points s < ¢, the so-called transition probabilities py;(s, t) = P(Y(t) =
jlY(s) = h) are introduced. In the progressive illness-death model, there are five different transition
probabilities to estimate: poo(s,t), po1(s,t), po2(s, t), p11(s, t), and p1a(s, t). Since poo (s, t) + po1 (s, t) +
po2(s,t) = 1 and p11(s,t) + p12(s,t) = 1, in practice, one only needs to estimate three of these
quantities. The state occupation probabilities are defined as p;(t) = P(Y(t) = j). If we assume that all
subjects are in State 0 at time ¢ = 0, then p;(t) = p;(0, t) and, therefore, the occupation probabilities
can be seen as a particular case of the transition probabilities. Estimating these quantities is interesting
since they allow for long-term predictions of the process.

The standard nonparametric method to estimate a transition probability matrix is the time-honored
Aalen-Johansen (AJ) estimator (Aalen and Johansen, 1978). This estimator benefits from the assumption
of Markovianity on the underlying stochastic process extending the time-honored Kaplan-Meier
estimator (Kaplan and Meier, 1958) to Markov chains. Explicit formulae of the Aalen-Johansen
estimator for the illness-death model are available (Borgan, 1988).

Moreira et al. (2013) propose a modification of the Aalen-Johansen estimator in the illness-death
model based on a preliminary smoothing (also known as presmoothing, Dikta (1998); Cao et al. (2005))
of the censoring probability for the total time (respectively, of the sojourn time in State 0), given
the available information. The presmoothed Aalen-Johansen (PAJ) estimator proposed by Moreira
et al. (2013) is obtained by replacing the censoring indicators (in the transition probabilities poo (s, t)
and p11 (s, t)) by an estimator of a binary (logistic) regression function. The authors verified through
simulations that the use of presmoothing can lead to improved estimators with less variability.

The Markov assumption may be violated in practice. For example, for the progressive illness-
death model, the arrival time to the intermediate state of the process often influences the subsequent
transition hazard, leading to non-Markov structures. If the Markov property is violated, then the
consistency of the time-honored Aalen-Johansen estimator and of its presmoothed versions can not be
ensured in general. Exceptions to this are the estimators for po(s, t) or for the so-called occupation
probabilities, po;(0, t) (Datta and Satten, 2001).

Estimators for the transition probabilities in the progressive illness-death model, which do not
rely on the Markov assumption, were introduced for the first time by Meira-Machado et al. (2006).
The proposed estimators were defined in terms of multivariate Kaplan-Meier integrals with respect
to the marginal distributions of Z and T. These authors showed the practical superiority of their
estimators relative to the Aalen-Johansen in situations in which the Markov condition is strongly
violated. However, their proposal has the drawback of requiring that the support of the censoring
distribution contains the support of the lifetime distribution. Otherwise, they only report valid
estimators for truncated transition probabilities. To avoid this issue, corrected estimators (labeled in
this paper as LIDA, the acronym of Lifetime Data Analysis, the journal in which this estimator was
published for the first time) were proposed by de Uia-Alvarez and Meira-Machado (2015) for po1 (s, t)
and p11(s, t).

The paper by de Ufa-Alvarez and Meira-Machado (2015) also introduces estimators based on
subsampling. The idea behind subsampling, also referred to as landmarking (Van Houwelingen,
2007), is to consider the subset of individuals observed in State & by time s. To be specific, given the
time point s, to estimate Poj (s,t) for j = 0,1, 2, the landmark analysis is restricted to the individuals
observed in State 0 at time s. Whereas, to estimate p; ]-(s, t),j = 1,2, the landmark analysis proceeds
from the sample restricted to the individuals observed in State 1 at time s. The procedure is then
based on (differences between) Kaplan-Meier estimators derived from these subsets of the data. These
estimators are termed LM in the present paper as well as in the survidm package.

In some cases, subsampling leads to small sample sizes which may result in estimators with high
variability. To avoid this problem, a valid approach is to consider a modification of the landmark
estimator based on presmoothing (Meira-Machado, 2016). The presmoothed landmark estimators
(PLM) are a good alternative in these situations since they give mass to all the event times, including
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the censored observations.

Subsampling was later used by Putter and Spitoni (2018) to derive a landmark Aalen-Johansen
estimator (LMAJ) of the transition probabilities. The idea behind the proposed estimator is to use the
Aalen-Johansen estimator of the state occupation probabilities derived from those subsets (consisting
of subjects occupying a given state at a particular time) for which consistency have already been
proved in multi-state models that are not necessarily Markov (Datta and Satten, 2001). In this latter
approach, the application of presmoothed estimators (PLMAJ) is possible too.

Also of interest is the estimation of the transition probabilities given a covariate (or a vector of
covariates) that is observed for an individual before the individual makes a particular transition of
interest. One standard method, particularly well-suited to the setting with multiple covariates, is to
consider estimators based on a Cox’s regression model (Cox, 1972) fitted marginally to each transition
with the corresponding baseline hazard function estimated by the Breslow’s method (Breslow, 1972).
One alternative and flexible nonparametric approach is to consider local smoothing by means of
kernel weights based on local constant (Nadaraya-Watson) regression. Right censoring is handled by
applying inverse probability of censoring weighting. This is a fully nonparametric approach which
provides flexible effects of the continuous covariates (Meira-Machado et al., 2015; Rodriguez-Alvarez
et al.,, 2016; Meira-Machado and Sestelo, 2019). The two possible approaches are implemented in the
survidm package and labeled as breslow and IPCW, respectively.

Cumulative incidence functions

Another quantity of interest in multi-state modeling is the cause-specific cumulative incidence function,
as defined by Kalbfleisch and Prentice (1980). In the illness-death model, two cumulative incidence
functions are of particular interest: the cumulative incidence of the illness and the cumulative incidence
of dying without the disease. These quantity represents the probability of an individual being or
having been diseased at time ¢. One possible estimator for the cause-specific cumulative incidence
function in a competing risks setting can be performed using the estimator proposed by Geskus
(2011). This estimator based on the subdistribution hazard is obtained by applying the Nelson-Aalen
estimator and the product-limit estimator of the disease-free survival. This estimator can also be
expressed in terms of the Kaplan-Meier weights of the distribution of Z, the sojourn time in State 0,
as introduced in the paper by Meira-Machado and Sestelo (2019). A modification of this estimator
based on presmoothing can be introduced to reduce its variability. Both methods are implemented
in the survidm package. Estimation methods for the cumulative incidence function conditionally on
covariate measures based on local constant (Nadaraya-Watson) regression are also implemented in the
package.

Sojourn distributions

The estimation of the marginal distributions in multi-state modeling is an interesting topic too. In the
context of the illness-death model, if the independence assumption between the censoring variable C
and the vector of times (Z, T) is assumed, the marginal distribution of the sojourn time in State 0, Z,
can be consistently estimated by the Kaplan-Meier estimator based on the (Zi, Aq;)’s. Similarly, the
distribution of the total time may be consistently estimated by the Kaplan-Meier estimator based on
the (Ti, A;)’s. However, the estimation of the marginal distribution of the sojourn time in State 1 is not
such a simple issue. Nonparametric estimates for this marginal distribution allowing for state and
path-dependent censoring were proposed by Satten and Datta (2002).

survidm in practice

This section introduces an overview of how the package is structured.

This software enables both numerical and graphical outputs to be displayed for all methods
described in the previous section. This software is intended to be used with the R statistical program
(R Core Team, 2019). Our package is composed of 17 functions that allow users to obtain estimates for
all proposed methods. Details on the usage of the functions (described in Table 1) can be obtained
with the corresponding help pages.

It should be noted that to implement the methods described in the methodology section, one needs
the following variables of data: timel, event1, Stime, and event. Covariates can also be included.
The variable time1 represents the sojourn time in State 0 and Stime the total time, whereas event1
and event are the respective censoring indicators. This means that event1 will take the value 1 if the
subject leaves State 0 and 0 otherwise; event takes value 1 if the subject reaches State 2 and 0 otherwise.
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Function Description

survIDM Create a survIDM object.

coxidm Fits proportional hazards regression models for each transition.
tprob Estimation of the transition probabilities.

CIF Estimation of the cumulative incidence functions.

sojourn Nonparametric estimation of the sojourn distribution in the interme-

autoplot.survIDM
plot.survIDM
print.survIDM

diate state.

Visualization of survIDM objects with ggplot2 and plotly graphics.
Plot for an object of class survIDM.

Print for an object of class survIDM.

summary.survIDM Summary for an object of class survIDM.

nevents Counts the number of observed transitions in the multi-state model.

markov. test Performs a test for the Markov assumption.

KM Computes the Kaplan-Meier product-limit of survival.

PKM Computes the presmoothed Kaplan-Meier product-limit of survival.

Beran Computes the conditional survival probability of the response, given
the covariate under random censoring.

KMW Returns a vector with the Kaplan-Meier weights.

PKMW Returns a vector with the presmoothed Kaplan-Meier weights.

LLW Returns a vector with the local linear weights.

Nww Returns a vector with the Nadaraya-Watson weights.

Table 1: Summary of functions in the survidm package.

For illustration, we apply the proposed methods to data from a large clinical trial on Duke’s
stage III patients affected by colon cancer that underwent a curative surgery for colorectal cancer
(Moertel et al., 1990). This data set is freely available as part of the R survival package. The data is
also available as part of the R package survidm. Besides the two event times (disease-free survival
time and death time) and the corresponding indicator statuses, a vector of covariates including rx
(treatment: Obs(ervation), Lev(amisole), Lev(amisole)+5FU), sex (1 - male), age (years), nodes (number
of lymph nodes with detectable cancer), surge (time from surgery to registration: 0 = short, 1 = long),
adhere (adherence to nearby organs) are also available. The covariate ‘recurrence’ is the only time-
dependent covariate, while the other covariates included are fixed. Recurrence can be considered as
an intermediate transient state and modeled using the progressive illness-death model with transient
states ‘alive and disease-free’ and ‘alive with recurrence’, and the absorbing state ‘dead’. In the
following, we will demonstrate the package capabilities using this data. Below is an excerpt of the
data.frame with one row per individual. Individuals were chosen in order to represent all possible
combinations of movements among the three states.

> library("survidm")
> data(colonIDM)
> colonIDM[c(1:2,16,21),1:7]

timel eventl Stime event rx sex age
1 968 1 1521 1 Levt5FU 1 43
2 3087 0 3087 0 Lev+5FU 1 63
16 1323 1 3214 0 Obs 1 68
21 2789 1 2789 1 Obs 1 64

Individual represented in the first line experienced a recurrence of the tumor and have died. In
such cases, event1 =1 and time1 = Stime indicate that the individual observed a direct transition
from State 0 to State 1 (with event1 = 1). Individual represented in line 2 remain alive and without
recurrence at the end of follow-up (event1 = 0 and event = 0). Individual represented in line 16 of the
original data set, with event1 = 1 and event = 9, corresponds to an individual with an observed
recurrence that remains alive at the end of the follow-up. Note that in this case, the disease-free
survival time is equal to the death time (time1 = Stime). Finally, individual represented in line 21 of
the original data set has died without observing a recurrence. We note that event1 = 1and event = @
correspond to individuals with an observed recurrence that remain alive at the end of the follow-up.

Of the total of 929 patients, 468 developed a recurrence, and among these 414 died, 38 patients
died without developing a recurrence. A summary of the data with the number of the undergoing
transitions can be obtained through the nevents function. The colums of the data set must include
at least the four columns named time1, event1, Stime, and event according to the requirements of
the survIDM function presented in the help file. Parameter state.names enables to change the default
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values of states, ‘healthy’, ‘illness’, and ‘death’.

> nevents(with(colonIDM, survIDM(timel, eventl, Stime, event)),
state.names = c("healthy”, "recurrence”, "death"))

healthy recurrence death

healthy 423 468 38
recurrence Q 54 414
death % 0 452

Regression models for transitions intensities

To relate the individual characteristics to the intensity rates, semiparametric multi-state regression
models are used. Specifically, separated Cox models assuming the process to be Markovian (i.e., the
transition intensities only depend on the history of the process through the current state) or using a
semi-Markov model in which the future of the process does not depend on the current time but rather
on the duration in the current state. Therefore, practical interest to determine whether the Markov
property holds within a particular data set to determine whether a Markov model or a semi-Markov
model is more appropriate.

The Markov assumption

The Markov assumption may be checked, among others, by including covariates depending on the
history. For the progressive illness-death model, the Markov assumption is only relevant for mortality
transition after recurrence. We can examine whether the time spent in the initial state "Alive and
disease-free" (i.e., the past) is important in the transition from the recurrence state to death (i.e., the
future). For doing that, let Z be the time spent in State 0 and ¢ the current time. Fitting a model
a1(t; Z) = agp0(H)exp{BZ}, we now need to test the null hypothesis, Hy : § = 0, against the general
alternative, Hy : B # 0. This would assess the assumption that the transition rate from the disease
state into death is unaffected by the time spent in the previous state.

> library(survival)
> fit <- coxph(Surv(timel, Stime, event) ~ timel, data = colonIDM,
subset=c(timel < Stime))
> fit
coef exp(coef)  se(coef) z p
timel -0.0002475 0.9997526 ©0.0001737 -1.424 0.154

Likelihood ratio test=2.04 on 1 df, p=0.1533
n= 468, number of events= 414

Following this procedure, we verified that the effect of time spent in State 0 reported a p-value
of 0.154 (regression coefficient: - 0.0002475), revealing no evidence against the Markov model for the
colon data. Results from this test can also be obtained through the function markov. test, which has
an output fairly similar to those obtained from coxph function.

> mk <- markov.test(survIDM(timel, eventl, Stime, event) ~ 1, data = colonIDM)
> mk

Since there is no evidence on the lack of Markovianity, a multi-state Markov regression model
based on the Cox model can be fitted through the following input command:

> fit.cmm <- coxidm(survIDM(timel, eventl, Stime, event) ~ rx + sex + age +
nodes + surg + adhere, data = colonIDM)

> summary (fit.cmm)

Cox Markov Model: transition @ -> 1

coef exp(coef) lower @.95 upper 0.95 Pr(>|z])
rxLev -0.061251858 0.9405863 ©.7596976 1.1645457 5.740592e-01
rxLev+5FU -0.515170844 ©0.5973985 ©.4713678 0.7571264 2.031682e-05
sex -0.149177218 ©0.8614164 0.7160077 1.0363552 1.137849e-01
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age -0.004669254 ©0.9953416 ©.9876802 1.0030625 2.362711e-01
nodes 0.083943790 1.0875678 1.0686993 1.1067694 5.418662e-21
surg 0.251798521 1.2863368 1.0509673 1.5744186 1.460249e-02
adhere 0.296839791 1.3455997 1.0551768 1.7159575 1.671466e-02
Cox Markov Model: transition @ -> 2

coef exp(coef) lower @.95 upper 0.95 Pr(>|zl)
rxLev -0.29152482 0.7471235 ©.3271685 1.706135 4.889711e-01
rxLev+5FU -0.11211853 ©.8939383 0.4220165 1.893589 7.697006e-01
sex 0.39293182 1.4813174 0.7641923 2.871399 2.445966e-01
age 0.08422764 1.0878765 1.0476871 1.129608 1.157046e-05
nodes 0.07538428 1.0782984 ©.9895116 1.175052 8.552937e-02
surg 0.41564547 1.5153485 0.7703441 2.980851 2.285509e-01
adhere 0.05435239 1.0558566 ©.4377875 2.546517 9.036879e-01
Cox Markov Model: transition 1 -> 2

coef exp(coef) lower @.95 upper 0.95 Pr(>|zl)
rxLev 0.068953592 1.071386 ©.8533466 1.345138 5.525534e-01
rxLev+5FU ©0.327043851 1.386862 1.0741245 1.790656 1.212756e-02
sex 0.214094887 1.238740 1.0138220 1.513557 3.623833e-02
age 0.009342474 1.009386 1.0014760 1.017359 1.994502e-02
nodes 0.046061552 1.047139 1.0249376 1.069821 2.522475e-05
surg -0.012258877 ©0.987816 ©.7944594 1.228232 9.121722e-01
adhere 0.137708158 1.147641 0.8851963 1.487895 2.985854e-01

The transition intensities characterize the hazard for movement from one state to another, revealing
how the different covariates affect the various permitted transitions. The results obtained indicate that
none of the covariates were found to have a strong effect on all three transitions. Save for covariates age
and sex, all the remaining predictors were considered important for recurrence transition. Interestingly,
age displayed a strong linear effect on mortality transition without recurrence, whereas all the other
covariates failed to show relevant association on this transition. Finally, save for covariates surg
and adhere, all the remaining predictors were considered important for the mortality transition after
recurrence. The coxidm function also returns the analysis of the deviance for each Cox model. In this
case, only an overall p-value is presented for categorical variables. To obtain the outputs, we have to

indicate type="anova’ in summary function.

> summary(fit.cmm,type = 'anova')

Cox Markov Model: transition @ ->

loglik Chisqg Df Pr(>|Chi
NULL -2954.2
rx -2941.8 24.6964 2 4.338e-
sex -2941.0 1.6402 1 0.200
age -2939.8 2.3435 1 0.125
nodes -2909.0 61.6050 1 4.198e-
surg -2906.2 5.7134 1 0.016
adhere -2903.5 5.3740 1 0.020

Signif. codes: @ ‘xxx’ 0.001 ‘x*’

Cox Markov Model: transition @ ->

loglik Chisqg Df Pr(>|Chi
NULL -231.79

rx -231.54 0.4938 2 0.78
sex -231.04 1.0065 1 0.31
age -219.26 23.5445 1 1.22%e-
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nodes -218.04 2.4536 1 0.1173
surg  -217.35 1.3830 1 0.2396
adhere -217.34 0.0145 1 0.9043
Signif. codes: @ ‘x*%x’ 0.001 ‘xx’ 0.01 ‘x’ 0.05 ‘.’ 0.1 ¢ ’ 1

Cox Markov Model: transition 1 -> 2

loglik  Chisqg Df Pr(>|Chi])

NULL  -1897.5

rx -1895.0 4.8864 2 0.0868804 .

sex -1892.8 4.3995 1 0.0359501 =%

age -1890.8 4.0650 1 0.0437799 *

nodes -1883.4 14.7205 1 0.0001247 *x%*

surg -1883.4 0.0090 1 0.9242629

adhere -1882.9 1.0505 1 0.3054007

Signif. codes: @ ‘x*%x’ 0.001 ‘xx’ 0.01 ‘x’ 0.05 ‘.’ 0.1 ¢’ 1

The effect of the continuous covariates on the log hazards is often assumed to have a linear
functional form in all intensities. To introduce flexibility into the Cox Markov model, several smoothing
methods may be applied, but P-splines (Eilers and Marx, 1996) are being most frequently considered
in this context. Results showed a strong nonlinear effect for nodes (checked through a formal test)
when using a Cox model on the recurrence transition. Figure 2 returns a centered set of predictions on
a log hazard scale. The average predicted value is zero with a mean value of nodes as the reference
(see the vignette 'Splines, plots, and interactions’ in (Therneau, 2021)). The main curve depicts the
smooth curve for nodes on a log hazard scale, indicating that the risk of recurrence increases rapidly
until about 6 nodes. The apparent decrease after 23 nodes is not significant due to the wide confidence
intervals.

Vv

library(ggplot2)
library(plotly)

A\

> fit2.cmm <- coxidm(survIDM(timel, eventl, Stime, event) ~ rx + sex + age +
pspline(nodes) + surg + adhere, data = colonIDM)

> d<-data.frame(x=fit2.cmm$termo1$nodes$x, y=fit2.cmm$termdi$nodessy,
y1=fit2.cmm$term@1$nodes$y-1.96*xfit2.cmm$termdi$nodess$se,
y2=fit2.cmm$term@1$nodes$y+1.96xfit2.cmm$termd1$nodessse)

> nonlinear<-ggplot(d, aes(x,y))+theme(axis.text=element_text(size=13))+
theme_bw()+labs(x = "nodes”) +
labs(y = "Partial for pspline(nodes)"”)+
geom_ribbon(aes(ymin=y1,ymax=y2),fill="gray92',6alpha=0.9)+
geom_line(aes(x,y))+
geom_line(color=1,size=1)

Vv

ggplotly(nonlinear)

The proportional hazards assumption can be tested formally using the summary function. The
output can be obtained putting type='ph' in summary function.

> summary(fit2.cmm, type = 'ph')

Cox Markov Model: transition @ -> 1
Test the Proportional Hazards Assumption

chisq df p

rx 4.12e-01 2.00 0.81
sex 2.10e+00 1.00 0.15
age 9.37e-04 1.00 0.98
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Figure 2: Predicted values of the smooth log hazard based on penalized splines (black line) with
pointwise 95% confidence intervals obtained from the partial residuals for nodes (recurrence intensity),
using the colon cancer data.

pspline(nodes) 7.60e+00 3.95 0.10

surg 1.97e+00 1.00 0.16
adhere 6.13e-01 1.00 0.43
GLOBAL 1.30e+01 9.94 0.22

Cox Markov Model: transition @ -> 2
Test the Proportional Hazards Assumption

chisq df p

rx 1.6292 2.00 0.44
sex 0.0668 1.00 0.80
age 0.8396 1.00 0.36
pspline(nodes) ©.7859 4.00 0.94
surg 0.4955 1.00 0.48
adhere 2.3606 1.00 0.12
GLOBAL 6.1424 9.99 0.80

Cox Markov Model: transition 1 -> 2
Test the Proportional Hazards Assumption

chisq df p

rx 5.03913 1.99 0.08
sex 0.02204 1.00 0.88
age 0.73628 1.00 0.39
pspline(nodes) 4.25500 4.09 0.39
surg 2.02427 1.00 0.15
adhere 0.00177 1.00 0.97
GLOBAL 13.19170 10.08 0.22

A semi-Markov model could be obtained by including the argument semiMarkov = TRUE in the
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coxidm function.

Occupation probabilities and transition probabilities

The occupation probabilities and the transition probabilities are key quantities of interest in multi-state
models. They offer interpretable results in a simple and summarized manner.

Estimates and plots of the transition probabilities for all methods introduced in Section 2.2 can be
obtained using the tprob function. The default method is the Aalen-Johansen estimator (AJ) which
assumes the process to be Markovian. The presmoothed version of the Aalen-Johansen estimator
(PAJ) also assumes the process to be Markovian while the remaining methods (LIDA, LM, PLM, LMAJ, and
PLMAJ) are free of the Markov condition.

When one is confident of the Markov assumption, the Aalen-Johansen is preferred over the non-
Markovian estimators since it reports a smaller variance in estimation. Estimates and plot for the
Aalen-Johansen method can be obtained through the following input commands:

> tpAJ <- tprob(survIDM(timel, eventl, Stime, event) ~ 1, s = 365,
method = "AJ", conf = TRUE, data = colonIDM)

> summary(tpAJ, times=365%2:6)

Estimation of pij(s=365,t)

t 00 01 02 11 12
730 0.7966309 0.1300071 0.0733620 0.4686360 0.5313640
1095 ©0.7192603 0.1224599 0.1582799 0.2533822 0.7466178
1460 0.6805333 0.0884287 0.2310380 0.1335300 0.8664700
1825 0.6444157 ©.0859123 0.2696720 0.0932851 0.9067149
2190 0.6131533 ©.0774912 0.3093556 0.0632835 0.9367165
2.5%
t 00 01 02 11 12
730 ©.7673408 0.1093487 0.0589350 0.4105298 0.4728114
1095 0.6867036 ©0.1026150 0.1354061 0.2105314 0.7011204
1460 0.6468259 0.0714743 0.2030840 0.1047501 0.8346547
1825 0.6098804 0.0688614 0.2396632 0.0708282 0.8813846
2190 0.5780541 ©.0612090 0.2777007 0.0464018 0.9172849
97.5%
t 00 01 02 11 12
730 0.8270390 0.1545683 0.0913208 0.5349666 0.5971676
1095 0.7533604 0.1461425 0.1850177 0.3049547 0.7950677
1460 0.7159973 0.1094050 ©.2628397 0.1702170 ©.8994981
1825 0.6809066 ©.1071852 0.3034384 0.1228620 ©0.9327733
2190 0.6503836 ©0.0981045 0.3446188 0.0863070 0.9565597

> autoplot (tpAJ)

Besides being consistent regardless the Markov condition, the landmark non-Markov estimators
(LM, PLM, LMAJ, and PLMAJ) can be preferable in many situations due to their greater accuracy (smaller
bias). When comparing the original nonparametric landmark estimator (LM) and the Aalen-Johansen
estimator, some discrepancies are observed for t = 730 and t = 1095 (2 and 3 years, respectively).
In addition to the aforementioned discrepancy between the two estimates, the plots for the two
methods (Figure 3) also show that the confidence bands are narrower in the case of the Aalen-Johansen,
revealing less variability for this method.

> tpLM <- tprob(survIDM(timel, eventl, Stime, event) ~ 1, s = 365,
method = "LM", conf = TRUE, data = colonIDM)

> summary(tpLM, times=365%2:6)

Estimation of pij(s=365,t)
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Figure 3: Transition probability estimates using the AJ (left hand side) and LM (right hand side) method,
using the colon cancer data.

t 00 01 02 1 12
730 ©.7966309 0.14750103 0.0558681 0.38815789 0.6118421
1095 0.7192603 0.14320925 0.1375305 0.15789474 0.8421053
1460 0.6805333 0.09446864 0.2249981 0.10526316 0.8947368
1825 0.6444157 ©0.08583643 0.2697479 0.09210526 0.9078947
2190 0.6131533 0.07465238 0.3121944 0.06432749 0.9356725
2.5%
t 00 01 02 1 12
730 ©0.7673274 ©0.12294665 0.0411836 ©.31792669 0.5390734
1095 0.6866872 ©0.12033558 0.1142137 0.10937624 0.7860868
1460 0.6468058 0.07447488 0.1960521 0.06621973 0.8472552
1825 0.6098421 0.06804756 0.2387239 0.05591405 0.8630680
2190 0.5777125 ©.05742370 0.2791810 0.03480413 0.8969820
97.5%
t 00 01 02 1 12
730 ©.8270534 0.17695930 0.07578852 0.4739034 0.6944337
1095 0.7533784 0.17043081 0.16560740 0.2279357 0.9021157

0 0 0 0
0 0 0 0
1460 0.7160195 ©0.11982998 0.25821767 ©.1673268 0.9448794
1825 0.6809493 0.10827565 0.30480372 0.1517218 0.9550498
2190 0.6507682 ©0.09705015 ©.34911161 ©.1188947 0.9760319

> autoplot(tpLM)

Since the landmark estimators of the transition probabilities are free of the Markov assumption,
they can also be used to introduce such tests (at least in the scope of the illness-death model) by
measuring their discrepancy to Markovian estimators. The function markov. test performs a local
graphical test for the Markov condition. This graphical test is based on a PP-plot which compares the
estimations reported by the Aalen-Johansen transition probabilities to their non-Markov counterparts.
The corresponding plot for a local test of Markovianity (s = 365) can be obtained through the following
input command:

> mk <- markov.test(survIDM(timel, eventl, Stime, event) ~ 1, s = 365, data = colonIDM)
> autoplot(mk)

The plot shown in Figure 4 compares the Aalen-Johansen estimator and the landmark non-
Markovian estimator for poi (s, t), po2(s, t), and p12(s, t), for s = 365. Existing deviations of the plots
with respect to the straight line y = x reveals some evidence on the lack of Markovianity of the
underlying process beyond one year after surgery. For further illustration, this figure jointly displays
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Figure 4: Graphical test for the Markov condition, s = 365. The second row shows the landmark
(Markov-free) estimator with 95% pointwise confidence limits (black line) and Aalen-Johansen estima-
tor (red line) for the transition probability p12(365, t), using the colon cancer data.

the landmark non-Markovian estimator and the Aalen-Johansen estimator for py2(s = 365, f). In this
plot, the differences between both estimators are clearly seen. Thus, in principle, the application of the
Aalen-Johansen method is not recommended here due to possible biases.

The variability of the nonparametric landmark estimator (LM) may be successfully reduced us-
ing presmoothing ideas (Dikta, 1998; Cao et al., 2005). The presmoothed landmark estimator is
implemented in the same function through the method PLM. The same ideas can be used to reduce
the variability of the Markovian Aalen-Johansen estimator and the (non-Markov) Landmark Aalen-
Johansen estimator through methods PAJ and PLMAJ, respectively.

The package survidm also allows for the computation of the above quantities conditional on
covariates that are observed for an individual before the individual makes a particular transition of
interest. For continuous covariates, one possible and flexible nonparametric approach is to consider
local smoothing by means of kernel weights based on local constant (Nadaraya-Watson: NW) regression.
This estimator is implemented in our package through function tprob using the method = IPCW. Below
are the input commands to obtain the estimates of the transition probabilities at time s = 365 for an
individual of 48 years old. For the bandwidth in the estimator, we use dpik function, which is available

from the R KernSmooth package. This is the data-based bandwidth selector of Wand and Jones (1997).
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Figure 5: Conditional transition probabilities given that the subject is alive and disease-free at s = 365
days for a 48-years-old patient, using the colon cancer data.

> tpIPCW.age <- tprob(survIDM(timel, eventl, Stime, event) ~ age, s = 365,
method = "IPCW", z.value = 48, conf = FALSE, data = colonIDM,
bw = "dpik"”, window = "gaussian”, method.weights = "NW")

> summary (tpIPCW.age, time=365%2:6)
Estimation of pij(s=365,t)

t 00 01 02 I 12
730 ©0.7662208 ©.1921290 0.04165012 ©.28946129 0.7105387
1095 0.7308496 ©0.1688189 0.10033149 0.12631010 0.8736899
1460 0.6980293 0.1088373 ©.19313342 0.05905711 0.9409429
1825 0.6310625 ©0.1186104 0.25032706 ©0.05903929 0.9409607
2190 0.6157095 ©.1051797 ©0.27911080 0.04035816 0.9596418

> autoplot (tpIPCW.age)

The curves depicted in Figure 5, which are purely nonparametric, enable flexible modeling of the
data providing flexible and robust effects of the covariate that can be used at least as a preliminary
attempt, providing insights on the data being analyzed. Such methods can be used to capture
nonstandard data features that may not be detected through parametric or semiparametric proposals.
A general problem in multivariate nonparametric regression estimation is the so-called curse of
dimensionality. In higher dimensions, the observations are sparsely distributed even for large sample
sizes. Consequently, estimators based on local averaging (like those based on kernel smoothing)
perform unsatisfactorily in this situation.

An alternative method is to consider estimators based on Cox’s regression model (Cox, 1972) fitted
marginally to each transition with the corresponding baseline hazard function estimated by Breslow’s
method (Breslow, 1972). The following input commands illustrate the use of the tprob function in this
context:

> tp.breslow.age <- tprob(survIDM(timel, eventl, Stime, event) ~ age, s = 365,
method = "breslow”, z.value = 48, conf = FALSE, data = colonIDM)

> summary(tp.breslow.age, time=365%2:6)
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Estimation of pij(s=365,t)

t 00 01 02 11 12
730 ©.7970855 0.15020199 ©0.05271253 0.37528949 0.6247105
1095 ©0.7198657 ©.14999685 0.13013746 0.14814634 0.8518537
1460 0.6826444 0.10384005 0.21351550 0.09843946 0.9015605
1825 ©0.6451532 0.09850122 0.25634562 0.08617378 0.9138262
2190 0.6139465 0.08891388 0.29713961 0.06066618 ©.9393338

Note that if the argument z.value is missing, then the tprob function computes the predicted
conditional transition probabilities at the average values of the covariate. The Breslow method (based
on the Cox regression model) is particularly well-suited to the setting with multiple covariates:

> tp.breslow <- tprob(survIDM(timel, eventl, Stime, event) ~ rx + age + nodes, s = 365,
method = "breslow”, z.value = c('Obs', 50, 10), conf = FALSE,
data = colonIDM)

> summary(tp.breslow, time=365%2:6)
Estimation of pij(s=365,t)

t 00 01 02 11 12
730 ©0.6423398 0.24905912 0.1086010 ©.30017412 0.6998259
1095 0.5222992 0.21890332 0.2587975 0.09465150 0.9053485
1460 0.4680828 0.12787851 0.4040387 0.05433167 0.9456683
1825 0.4181094 0.10712224 0.4747684 ©0.04519157 0.9548084
2190 0.3762996 0.08424903 0.5394514 0.02685212 0.9731479

Cumulative Incidence Function

Another quantity of interest in multi-state modeling is the cause-specific cumulative incidence of the
illness (recurrence). Function CIF can be used to obtain the nonparametric estimator of Geskus (2011)
(default method), which is equivalent to the classical Aalen-Johansen estimator. The corresponding
presmoothed version (Meira-Machado and Sestelo, 2018) is also implemented through the argument
presmooth = TRUE

> cif <- CIF(survIDM(timel, eventl, Stime, event) ~ 1, data = colonIDM, conf = TRUE)
> summary(cif, time=365%1:6)

Estimation of CIF(t)

t CIF
365 0.2378902
730 0.3844412
1095 0.4372663
1460 0.4620841
1825 0.4859813
2190 0.5032043
2.5%
t CIF
365 0.2088267
730 ©.3509039
1095 0.4038141
1460 0.4296740
1825 0.4540347
2190 0.4697608
97.5%
t CIF

365 0.2616792
730 0.4103338
1095 0.4666664

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES

84

0.44

CIF(t)

0.2

0.04

0 1000 2000
Time

Figure 6: Cumulative incidence function in the recurrence state with 95% bootstrap confidence bands,
using the colon cancer data.

1460 0.4900876
1825 0.5161684
2190 0.5319749

> autoplot(cif, ylim=c(@, 0.6), confcol = 2)

Figure 6 depicts the estimates of cumulative incidence function for the recurrent state together
with a 95% pointwise confidence bands based on simple bootstrap that resamples each datum with
probability 1/n. From this plot, it can be seen that individuals have a probability of recurrence higher
than 50%. This cumulative probability is about 43% at three years after surgery.

Figure 7 depicts the estimates of the (conditional) cumulative incidence function for patients
with 1 and 9 lymph nodes with detectable cancer. Curves depicted in this figure, which are purely
nonparametric, indicate that patients with 9 lymph nodes with detectable cancer have a considerably
higher probability of recurrence. The corresponding input commands are shown below:

> cif.1.nodes <- CIF(survIDM(timel, eventl, Stime, event) ~ nodes, data = colonIDM,
conf = FALSE, z.value = 1)
> cif.9.nodes <- CIF(survIDM(timel, eventl, Stime, event) ~ nodes, data = colonIDM,
conf = FALSE, z.value = 9)

> d<-as.data.frame(cbind(rep(cif.1.nodes$est[,1]1,2),c(cif.1.nodes$est[,2],
cif.9.nodes$est[,2]), c(rep(”1 nodes”, length(cif.1.nodes$est[,11)),
rep("9 nodes”, length(cif.1.nodes$est[,2])))))

> names(d)<-c('time', 'cif', 'type')
> cif<-ggplot(d, aes(x=as.numeric(time), y=as.numeric(cif),group=factor(type),
color=factor(type)))+theme_bw()+labs(x = 'Time (days)',

y = '"CIF(t|nodes)"')
> cif+geom_step(size=1)+ theme(legend.title=element_blank())
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Figure 7: Conditional cumulative incidence function for the colon cancer data for nodes = 1 and nodes
= 9, using the colon cancer data.

Sojourn distribution

Another interesting quantity is the sojourn time in each state. Estimates for the distribution function
of the sojourn time in the recurrence state can be obtained using the estimator by Satten and Datta
(2002) through function sojourn.

> soj <- sojourn(survIDM(timel, eventl, Stime, event) ~ 1,
data = colonIDM, method = "Satten-Datta”, conf = FALSE)
> summary(soj, time=365x1:6)

Estimation of sojourn(t)

t  sojourn

365 0.4852424
730 0.7723636
1095 0.8755021
1460 0.8983714
1825 0.9102335
2190 0.9220849

The estimates for the distribution function of the sojourn time in the recurrence state, corresponding
to the time between entry in recurrence and death, reveal that the distribution function increases to a
value near 49% and 78% for a time of one and two years, respectively, revealing a high risk of death
shortly after relapse.

The methods for implementing some of the proposed methods can be computationally demanding.
In particular, the use of bootstrap resampling techniques is time-consuming process because it is
necessary to estimate the model a great number of times. In such cases, we recommend the use
of parallelization (cluster = TRUE). This should considerably increase performance on multi-core/
multi-threading machines.
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Conclusions

There has been several recent contributions for the inference in the context of multi-state models.
Many of these contributions were made for the illness-death model. One important and perhaps
undervalued aspect of multi-state models is the possibility to apply them to obtain predictions of the
clinical prognosis. This is usually achieved using estimates of the transition probabilities and survival
estimates. However, there are several other quantities that could also be used in the analysis of these
data, such as the state occupation probabilities, the sojourn time distributions, and the cumulative
incidence functions. To provide the biomedical researchers with an easy-to-use tool for obtaining
predictive estimates for all these quantities, we develop an R package called survidm. This package
can be used to implement several nonparametric and semiparametric estimators for the transition
probabilities. In addition, estimators have also implemented that account for the influence of covariates.
Bootstrap confidence bands are provided for all methods. The software can also be used to perform
multi-state regression (using type-specific Cox models).

One limitation of the survidm R package is that it can only be used in the progressive illness-death
model. However, this turns out to be an advantage for those users that only wish to analyze data from
a progressive illness-death model. For such cases, the survidm package is ideal since it is user-friendly
(as illustrated in the real data analysis as well as in the help files of the main functions tprob, sojourn,
and CIF) with a strong resemblance to the well-known and widely used survival package.
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Multiple Imputation and Synthetic Data
Generation with NPBayesImputeCat

by Jingchen Hu, Olanrewaju Akande and Quanli Wang

Abstract In many contexts, missing data and disclosure control are ubiquitous and challenging
issues. In particular, at statistical agencies, the respondent-level data they collect from surveys and
censuses can suffer from high rates of missingness. Furthermore, agencies are obliged to protect
respondents’ privacy when publishing the collected data for public use. The NPBayesImputeCat R
package, introduced in this paper, provides routines to i) create multiple imputations for missing data
and ii) create synthetic data for statistical disclosure control, for multivariate categorical data, with or
without structural zeros. We describe the Dirichlet process mixture of products of the multinomial
distributions model used in the package and illustrate various uses of the package using data samples
from the American Community Survey (ACS). We also compare results of the missing data imputation
to the mice R package and those of the synthetic data generation to the synthpop R package.

Introduction and background

Multiple imputation for missing data

Missing data problems arise in many statistical analyses. To impute missing values, multiple imputa-
tion, first proposed by Rubin (1987), has been widely adopted. This approach estimates predictive
models based on the observed data, fills in missing values with draws from the predictive models,
and produces multiple imputed and completed datasets. Data analysts then apply standard statistical
analyses (e.g., regression analysis) on each imputed dataset and use appropriate combining rules to
obtain valid point estimates and variance estimates (Rubin, 1987).

As a brief review of the multiple imputation combining rules for missing data, let g be the
completed data estimator of some estimand of interest Q, and let u be the estimator of the variance
ofg. Forl =1,...,m, let q(l) and u() be the values of g and u in the Ith completed dataset. The
multiple imputation estimate of Q is equal to 7, = Yj" 4 gD /m, and the estimated variance associated
with g, is equal to T, = (1+1/m)by, + il , where by, = ):}”zl(q(l) —Gm)?/(m —1) and @, =
Yty u) /m. Inferences for Q are based on (§ — Q) ~ t,(0, T;), where t, is a t-distribution with
0= (m—1)(1+im/[(1+1/m)by])? degrees of freedom.

Multiple imputation by chained equations (MICE, Buuren and Groothuis-Oudshoorn (2011)) re-
mains the most popular method for generating multiple completed datasets after multiple imputation.
Under MICE, one specifies univariate conditional models separately for each variable, usually using
generalized linear models (GLMs) or classification and regression trees (CART Breiman et al. (1984);
Burgette and Reiter (2010)), and then iteratively samples plausible predicted values from the sequence
of conditional models . For implementing MICE in R, most analysts use the mice package. For an
in-depth review of the MICE algorithm, see Buuren and Groothuis-Oudshoorn (2011). For more details
and reviews, see Rubin (1996), Harel and Zhou (2007), Reiter and Raghunathan (2007).

Synthetic data for statistical disclosure control

Statistical agencies regularly collect information from surveys and censuses and make such information
publicly available for various purposes, including research and policymaking. In numerous coun-
tries around the world, statistical agencies are legally obliged to protect respondents’ privacy when
making this information available to the public. Statistical disclosure control (SDC) is the collection
of techniques applied to confidential data before public release for privacy protection. Popular SDC
techniques for tabular data include cell suppression and adding noise, and popular SDC techniques
for respondent-level data (also known as microdata) include swapping, adding noise, and aggregation.
Hundepool et al. (2012) provide a comprehensive review of SDC techniques and applications.

The multiple imputation methodology has been generalized to SDC. One approach to facilitating
microdata release is to provide synthetic data. First proposed by Little (1993) and Rubin (1993),
the synthetic data approach estimates predictive models based on the original, confidential data,
simulates synthetic values with draws from the predictive models, and produces multiple synthetic
datasets. Data analysts then apply standard statistical analyses (e.g., regression analysis) on each
synthetic dataset and use appropriate combining rules (different from those in multiple imputation)
to obtain valid point estimates and variance estimates (Reiter and Raghunathan, 2007; Drechsler,

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859


https://CRAN.R-project.org/package=NPBayesImputeCat
https://CRAN.R-project.org/package=mice
https://CRAN.R-project.org/package=synthpop
https://CRAN.R-project.org/package=mice

CONTRIBUTED RESEARCH ARTICLES

91

2011). Moreover, synthetic data comes in two flavors: fully synthetic data (Rubin, 1993), where every
variable is deemed sensitive and therefore synthesized, and partially synthetic data (Little, 1993),
where only a subset of variables is deemed sensitive and synthesized, while the remaining variables
are un-synthesized. Statistical agencies can choose between these two approaches depending on their
protection goals, and subsequent analyses also differ.

When dealing with fully synthetic data, §,; estimates Q as in the multiple imputation setting,
but the estimated variance associated with §,; becomes Tf = (1+1/m)by, — iy, , where by, and
il;; are defined as in previous section on multiple imputation. Inferences for Q are now based on
(Gm — Q) ~ t5(0, T¢), where the degrees of freedom is vy = (m — 1)(1 — mity, / ((m + 1)by))>.

For partially synthetic data, 7y, still estimates Q but the estimated variance associated with gy, is
Ty = by /m + il , where by, and 1, are defined as in the multiple imputation setting. Inferences for Q
are based on (f, — Q) ~ t,(0, Ty), where the degrees of freedom is vy, = (m — 1)(1 + iy / [bm /m])?.

For synthetic data with R, synthpop provides synthetic data generated by drawing from con-
ditional distributions fitted to the confidential data. The conditional distributions are estimated by
models chosen by the user, whose choices include parametric or CART models. For more details and
reviews of synthetic data for statistical disclosure control, see Drechsler (2011).

Structural zeros

An important feature of survey data is the existence of structural zeros, which are combinations of
variables with probability zero. For example, in the combinations of variables of vital signs, there
should not exist a deceased patient with a pulse. For the household surveys, in the combinations of
variables of relationship and age, there should not exist a household where a son is older than his bio-
logical father. As another example, if a dataset contains information of a record’s age and educational
attainment in the form of categorical variables, there can be no record having the combination of being
younger than 5 and having a doctorate degree.

In survey data with many variables, cross-tabulations of variables could result in sparse tables,
containing non-structural zeros (combinations that are possible but happen not to exist in the particular
dataset) and structural zeros (combinations that are simply impossible). To deal with structural
zeros, many advanced statistical models are designed to assign zero probability for every impossible
combination, which is a challenging task.

What NPBayesImputeCat does

The NPBayesImputeCat package specializes in estimating and performing multiple imputation and
synthetic data generation for multivariate categorical data. Unlike mice and synthpop, both of
which specify conditional models, the NPBayesImputeCat implements the Dirichlet process mixture
of products of multinomial distributions (DPMPM), which specifies a joint latent class model on
multivariate categorical variables. It uses Dirichlet process (DP) priors to allow effective clustering
of the observations. Therefore, the NPBayesImputeCat package adds to the tools of imputation
and synthesis, where a joint model might be more suitable than a series of conditional models for
multivariate categorical data.

NPBayesImputeCat also allows imputation with structural zeros. It, therefore, helps fill an
important gap in missing data imputation techniques, as currently available R packages do not
facilitate imputation with structural zeros, and users might have to post-process, such as rejection
sampling to delete generated but impossible cases.

For multiple imputation, the NPBayesImputeCat package allows data with and without structural
zeros. For synthetic data, currently, the package only allows data without structural zeros.

The structure of this paper

The rest of the paper is organized as follows. We first introduce the joint latent class models for
multivariate categorical data that the NPBayesImputeCat package applies, that is, the DPMPM model.
In addition, we review applications of multiple imputation and synthetic data generation using the
DPMPM in the literature. Next, we introduce the sample datasets from the American Community
Survey (ACS) to be used in the demonstration, and provide illustrations for both multiple imputation
and synthetic data generation using the NPBayesImputeCat package while comparing to other
existing R packages. The paper concludes with a summary and discussion.
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The DPMPM model

Proposed by Dunson and Xing (2009), the DPMPM is a Bayesian latent class model developed
for multivariate categorical data. To allow for effective clustering of the observations based on all
categorical variables, DP priors are specified for the mixture probabilities and multinomial probability
vectors of the categorical data. The DPMPM has been shown to capture the complex dependencies
in multivariate categorical data while being computationally efficient. In addition, it empowers the
data to select the number of latent classes to be used in the model estimation. The model has also been
extended to account for structural zeros in categorical data (Manrique-Vallier and Reiter, 2014a).

The NPBayesImputeCat package includes two versions of the DPMPM: i) DPMPM without
structural zeros, and ii) DPMPM with structural zeros. In this section, we introduce the details of both
versions and review previous work on using the DPMPM for multiple imputation and synthetic data.

DPMPM without structural zeros

Our review of the DPMPM without structural zeros closely follows the review in Hu and Hoshino
(2018). Consider a sample X consisting of n records, where each ith record, withi = 1,...,n, has
p unordered categorical variables. The basic assumption of the DPMPM is that every record X; =
(Xi1, -+, Xip) belongs to one of K underlying unobserved/latent classes. Given the latent class
assignment z; of record i, as in Equation (2), each variable X;; independently follows a multinomial
distribution, as in Equation (1), where d i is the number of categories of variable j,and j =1,..., p.

Xij | z;,0 ng Multmomlal(@ig,...,92%;1) Vi, j (1)
z; | T ~ Multinomial(7y, ..., tg; 1) Vi (2)

The marginal probability Pr(Xj; = xj1, -+, Xjp = xj | 77,0) can be expressed as averaging over
the latent classes:
K P .
Pr(Xil = Xi1," rXip Zij ‘ nre) = Z nknelgx)l (3)
k=1 j=1 "’
As pointed out in Si and Reiter (2013), Hu et al. (2014), Akande et al. (2017), such averaging over latent

classes results in dependence among the variables. Equation (3) will also help illustrate the DPMPM
with structural zeros in the next section.

The DPMPM clusters records with similar characteristics based on all p variables. Relationships
among all the variables are induced by integrating out the latent class assignment z;. To empower
the DPMPM to pick the effective number of occupied latent classes, the truncated stick-breaking
representation (Sethuraman, 1994) of the DP prior is used as in Equation (4) through Equation (7),

=V [[1=V) fork=1,... K 4)
I<k
Vi @ Beta(1,a) fork=1,...,K—1, Vg=1, )
o ~ Gamma(ag, by ), (6)
6 = (0,....00)) ~ Dirichlet(a{/), ... ,a{)) forj=1,...,p, k=1,... K @)

and a blocked Gibbs sampler is implemented for the Markov chain Monte Carlo (MCMC) sampling
procedure (Ishwaran and James, 2001; Si and Reiter, 2013; Hu et al., 2014; Akande et al., 2017; Manrique-
Vallier and Hu, 2018; Drechsler and Hu, 2021; Hu and Savitsky, 2018).

When used as an imputation engine, missing values are handled within the Gibbs sampler. As
described in Akande et al. (2017), at one MCMC iteration I/, one samples a value of the latent class
indicator z; using Equation (2), given a draw of the parameters and observed data. In this iteration [,
given the sampled z;, one samples missing values using independent draws from Equation (1). This
process is repeated for every missing value in the dataset in iteration /, obtaining one imputed dataset.

When used as a data synthesizer, the fully observed confidential dataset is used for model es-
timation through MCMC, and sensitive variable values are synthesized as an extra step at chosen
MCMC iteration. For example, at MCMC iteration /, one samples a value of the latent class indicator
z; using Equation (2). Given the sampled z;, one samples synthetic values of sensitive variables using
independent draws from Equation (1). This process is repeated for every record that has sensitive
values to be synthesized, obtaining one synthetic dataset.
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DPMPM with structural zeros

When structural zeros are present, we need to modify the likelihood to enforce zero probability for
impossible combinations. That is, we need to truncate the support of the DPMPM. Following the
general description in Manrique-Vallier and Reiter (2014a) and Manrique-Vallier and Hu (2018), let C
represent all combinations of individuals, including impossible combinations; let MCZ Z C be the set
of impossible combinations to be excluded. We restrict X to the set C \ MCZ, with Pr(X € MCZ) = 0.
The marginal probability in the DPMPM without structural zeros in Equation (3) then becomes

:‘3

K 4
Pr(X =xi | m0,MC2) 106 ¢ MC2) Y m ] o} ©

j=1
Let X'* be the sample that only contains possible combinations, we have the joint likelihood as

n K |4 i)
p(X*| 7,0, MCZ) « [ 10X  MCZ) Y- m [ T6}. ©)

i=1 k=1 j=1

To get the Gibbs sampler to work, we follow the general data augmentation technique proposed by
Manrique-Vallier and Reiter (2014a) and assume the existence of an observed sample X’ 0 of unknown
size Nmis, generated from the DPMPM without structural zeros (i.e., the unrestricted DPMPM). X°
only contains records that fall into MCZ.

The same set of DP priors in Equation (4) through Equation (7) is used in the DPMPM with
structural zeros. In the Gibbs sampler, we keep the generated X* and combine it with X* when
estimating the model parameters. For computational expedience, we set the upper bound of the
number of observations, Nmis, that can be generated in X’ 0, to be fixed at a large Nmax at every
iteration. When used as either an imputation engine or a data synthesizer, missing values or synthetic
data are generated from the truncated likelihood Equation (9).

Applications of DPMPM for multiple imputation

The DPMPM has been adapted as a multiple imputation engine to deal with missing values in
categorical data. Some imputation applications have focused on the DPMPM without structural zeros,
while others have dealt with the DPMPM with structural zeros.

Among the work on multiple imputation using the DPMPM without structural zeros, Si and Reiter
(2013) applied the DPMPM imputation model to impute missing background data (categorical) in the
2007 Trends in International Mathematics and Science Study (TIMSS). The 2007 TIMSS data contains
80 background variables on 90,505 students. Among the 80 categorical background variables, 68 have
less than 10% missing values, 6 variables have between 10% and 30% missing values, and 1 variable
has more than 75% missing values.

Akande et al. (2017) designed simulation studies using data from the American Community
Survey (ACS) and compared the DPMPM imputation engine to two other widely used multiple
imputation engines: i) chained equations using generalized linear models, and ii) chained equations
using classification and regression trees (CART). From a population of 671,153 housing units and 35
categorical variables collected and cleaned from the 2012 ACS data, Akande et al. (2017) performed
repeated sampling and empirically compared the three multiple imputation models.

Among the work on multiple imputation using the DPMPM with structural zeros, Manrique-
Vallier and Reiter (2014b) followed the data augmentation approach Manrique-Vallier and Reiter
(2014a), and imputed missing data of repeated samples from the 5% public use microdata sample from
the 2000 United States Census for the state of New York, a population of 953,076 individuals and 10
categorical variables, with the number of levels ranging from 2 to 11.

Finally, Murray (2018) provides an excellent review of practical and theoretical findings of multiple
imputation research and highlights the DPMPM imputation engine as a recent development.

Applications of DPMPM for synthetic data

The DPMPM has also been used as a synthetic data generator to the public release of useful and
private micro-level categorical data. Some work focused on the DPMPM without structural zeros,
while others dealt with synthetic data problems using the DPMPM with structural zeros.

Among the work on synthetic data generation using the DPMPM without structural zeros, Hu
et al. (2014) used the DPMPM to generate fully synthetic data for a subset of 10,000 individuals
and 14 categorical variables from the 2012 ACS public use microdata sample for the state of North
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Carolina. Drechsler and Hu (2021) generated partially synthetic data for large-scale administrative
data containing detailed geographic information in Germany. Hu and Savitsky (2018) also used the
DPMPM to generate partially synthetic data for the Consumer Expenditure Surveys (CE) at the U.S.
Bureau of Labor Statistics (BLS), disseminating detailed county-level geographic information.

Among the work on synthetic data generation using the DPMPM with structural zeros, Manrique-
Vallier and Hu (2018) proposed a data augmentation approach and generated fully synthetic data of
repeated samples from the 5% public use microdata from the 2000 United States Census for the state
of California, a population of 1,690,642 records measured in 17 categorical variables, with the number
of levels ranging from 2 to 11.

Two ACS samples for illustrations

Before presenting detailed step-by-step illustrations to use the NPBayesImputeCat package for
multiple imputation and data synthesis applications, we introduce two samples from the 2016 1-year
American Community Surveys (ACS), which will both be used for our illustrations.

ACS sample 1, “ss16pusa_sample_zeros’, contains structural zeros. It will be used to illustrate how
to perform multiple imputation and data synthesis tasks when structural zeros are present. ACS
sample 2, ‘ss16pusa_sample_nozeros’, is a subset of ACS sample 1 and contains no structural zeros. It
will be used to illustrate how to perform multiple imputation and data synthesis tasks when structural
zeros are not present.

ACS sample 1, with structural zeros

Variable Description #  Category details

AGEP Age 7 16; 17; [18, 24]; [25, 35]; [36, 50]; [51, 70]; (70, )
5
9

MAR Marital status Married; Widowed; Divorced; Separated; Never married.

SCHL  Education attainment Up to KO; Some K12, no diploma; High school diploma or
GED; Some college, no degree; Associate’s degree; Bache-
lor’s degree; Master’s degree; Professional degree; Doc-
torate degree.

SEX Sex 2 Male; Female

WKL When last worked 3 Within the last 12 months; 1-5 years ago; Over 5 years ago
or never worked.

Table 1: Variables used in ACS sample 1. The four table columns provide information on: variable
name, simple description of the variable, the number of categories, and the details of the categories.

ACS sample 1 is a random sample of n = 1,000 observations on p = 5 variables. See Table 1 for
the data dictionary. The sample is saved as ‘ss16pusa_sample_zeros’, and it contains structural zeros: §
combinations, all related to AGEP and SCHL variables, listed in Table 2. These 8 cases are derived
from the original 2016 1-year ACS data (as the population).

Description

AGEP = 16 & SCHL = Bachelor’s degree.
AGEP =16 & SCHL = Doctorate degree.
AGEP = 16 & SCHL = Master’s degree.
AGEP = 16 & SCHL = Professional degree.
AGEP = 17 & SCHL = Bachelor’s degree.
AGEP =17 & SCHL = Doctorate degree.
AGEP =17 & SCHL = Master’s degree.
AGEP = 17 & SCHL = Professional degree.

R IO QI WD~ H*

Table 2: 8 cases of structural zeros in the ACS sample. The table columns include the index of each
structural zeros case and simple description of the case itself.

ACS sample 2, without structural zeros
To obtain a sample without structural zeros, we take a subset of ACS sample 1, where n = 1,000 and

p = 3, dropping variables AGEP and SCHL to eliminate any structural zeros. This ACS sample 2 is
saved as “ss16pusa_sample_nozeros’. See Table 3 for the data dictionary.
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Variable Description #  Category details

MAR Marital status 5  Married; Widowed; Divorced; Separated; Never married.
SEX Sex 2 Male; Female

WKL When last worked 3 Within the last 12 months; 1-5 years ago; Over 5 years ago

or never worked.

Table 3: Variables used in ACS sample 2. The four table columns provide information on: variable
name, simple description of the variable, the number of categories, and the details of the categories.

Missing data applications

To illustrate the applications of the NPBayesImputeCat package to missing data, we introduce
30% missingness for each variable in the ACS sample 1 and ACS sample 2 datasets, under the
missing completely at random (MCAR) mechanism. The corresponding datasets (data containing
missing values) to ACS sample 1 and ACS sample 2 are saved as ‘ss16pusa_sample_zeros_miss” and
‘ss16pusa_sample_nozeros_miss’, respectively. The DPMPM imputation engine is designed to perform
multiple imputations of categorical data that are missing at random (MAR)-and thus also data that
are missing completely at random (MCAR).

Multiple imputation for data without structural zeros

We begin with the imputation of the missing values in the ACS sample 2 with 30% missingness,
‘ss16pusa_sample_nozeros_miss’, where no structural zeros are present. In the next section, we demon-
strate how to impute missing values for ACS sample 1 with 30% missingness,
‘ss16pusa_sample_zeros_miss’, where structural zeros are present.

For each sample, we also compare the performance of the DPMPM engine to the most popular
multiple imputation method, MICE. We implement the latter using the mice package in R. A brief
review of mice is included at the beginning of the paper.

Load the sample data

First, we load the sample data, the ACS sample 2 with 30% missingness, and make sure that all
variables are unordered factors.

data("”ss16pusa_sample_nozeros_miss")
X <- ssl16pusa_sample_nozeros_miss
p <- ncol(X)
for (3 in 1:p){
X[,jl <~ as.factor(X[,jl)
}

Initialize the DPMPM imputation engine

We use the DPMPM_nozeros_imp function to implement the DPMPM imputation engine without struc-
tural zeros. We first review the process for creating and initializing the DPMPM model using the
CreateModel function to enable analysts to tune the number of mixture components through initial
runs, before generating imputations using DPMPM_nozeros_imp. CreateModel is a wrapper function
for creating an object of type “Lem”. Lem was implemented as an Repp module to expose the C++
implementation for our algorithm. Users can learn more about the Lcm class by typing ?”Lem', which
will bring up the R documentation for this class, including all methods and properties.

CreateModel takes 7 arguments as input:

1. X, the original data with missing values.

2. MCZ, the data frame containing the structural zeros definitions - use NULL when structural zeros
are not present.

3. K, the maximum number of mixture components (i.e., the maximum number of latent classes in
the DPMPM imputation engine).

4. Nmax, an upper truncation limit for the augmented sample size, that is, the maximum number of
observations allowable in the augmented A’ 0 _ use @ when structural zeros are not present.

5. aalpha, the hyper parameter a, in stick-breaking prior distribution in Equation (6).
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6. balpha, the hyper parameter b, in stick-breaking prior distribution in Equation (6).

7. seed, the seed value.

As a quick demonstration, we let K = 30, aalpha = balpha = 0.25, and seed = 456. The code below
creates and initializes the DPMPM imputation engine without structural zeros for the data stored in X.

model <- CreateModel(X = X,
MCZ = NULL,
K = 30,
Nmax = @,
aalpha = 0.25,
balpha = 0.25,
seed = 456)

Next, we run the model object for a set of user-specified numbers of burn-ins, MCMC iterations, and
thinning. For example, to run the MCMC sampler for 5 iterations post 2 burn-ins, thin every 1 iteration,
and print the output at each iteration, run the following code.

> model$Run(burnin = 2,

iter = 5,

thinning = 1,

silent = FALSE)
Initializing...

Run model without structural zeros.
iter = @ kstar = 30 alpha = 1 Nmis = 0@

iter = @ kstar = 30 alpha = 7.81552 Nmis = @
iter = 1 kstar = 30 alpha = 6.6941 Nmis = @
iter = 2 kstar = 30 alpha = 4.60622 Nmis = @
iter = 3 kstar = 30 alpha = 5.67409 Nmis = @

Here, we show the first few lines of the output. The output prints out the iteration index as iter,
the value of occupied mixture components or latent classes as kstar, posterior estimates of « (the
concentration parameter in stick-breaking prior distribution in Equation (6)) as alpha, and the size of
the augmented sample as Nmis. In our demonstration, Nmis is always 0 as the size of the augmented
sample is 0 when there are no structural zeros.

It is important to keep track of the value of kstar as the NPBayesImputeCat package uses the
truncated stick-breaking representation of the DP prior (Sethuraman, 1994). If the value of kstar is
always K, the maximum number of mixture components, we should re-run the DPMPM model by
specifying a larger value of K to allow a large enough number of mixture components to cluster the
observations. For additional details on setting K, see Hu et al. (2014) and Akande et al. (2017).

The above initial run seems to suggest that the estimation uses almost all latent classes (kstar is
close or is 30, which is what the maximum number of latent classes K set to). It is therefore prudent to
increase the value of K when executing the CreateModel command, for example:

> model <- CreateModel(X = X,

MCZ = NULL,
K = 8o,
Nmax = @,
aalpha = 0.25,
balpha = 0.25,
seed = 456)
> model$Run(burnin = 2,
iter = 5,
thinning = 1,
silent = FALSE)
Initializing...

Run model without structural zeros.
iter = @ kstar = 80 alpha = 1 Nmis = 0@

iter = @ kstar = 78 alpha = 16.4979 Nmis = @
iter = 1 kstar = 77 alpha = 17.281 Nmis = @
iter = 2 kstar = 75 alpha = 24.4488 Nmis = 0@
iter = 3 kstar = 79 alpha = 26.1196 Nmis = @

Again, we only show the first few lines of the output. This time, setting K equal to 80 seems sufficiently
large. Users should keep track of the value of kstar for the entire run and adjust K accordingly.
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To diagnose convergence of parameters in the Gibbs sampler, one can use the EnableTracer option
before running the sampler to track certain parameters. Examples of keeping posterior samples of
alpha and kstar to access convergence are included in the accompanying R file.

Generate the imputed datasets

After setting K based on the initial runs, we now run the DPMPM imputation engine without structural
zeros to create m imputed datasets. The function DPMPM_nozeros_imp takes 10 arguments as input:

X, the original data with missing values.

nrun, the number of MCMC iterations.

burn, the number of burn-in.

thin, the number of thinning.

S S

K, the maximum number of mixture components (i.e., the maximum number of latent classes in
the DPMPM imputation engine)

aalpha, the hyper parameter a, in stick-breaking prior distribution in Equation (6).
balpha, the hyper parameter b, in stick-breaking prior distribution in Equation (6).

m, the number of imputations.

o 0 N o

seed, the seed value.
10. silent, default to TRUE. Set this parameter to FALSE if more iteration info are to be printed.

The output of DPMPM_nozeros_imp is a list containing:
impdata, the list of m imputed datasets.

origdata, the original data X.

alpha, the saved posterior draws of a, which can be used to check MCMC convergence.

L e

kstar, the saved numbers of occupied mixture components, which can be used to check MCMC
convergence and track whether the upper bound K is set large enough.

To run the DPMPM_nozeros_imp function to impute missing data for ACS sample 2 with 30% missing-
ness, we run the code below. For this demonstration, we set nrun to 10000, burn to 5000, thin to 50, K
to 80, both aalpha and balpha 0.25, and m to 10. Finally, we set the seed to 211.

m<- 10

Imp_DPMPM <- DPMPM_nozeros_imp(X = X,
nrun = 10000,
burn = 5000,
thin = 50,
K = 80,
aalpha = 0.25,
balpha = 0.25,
m=m,
seed = 211,

silent = TRUE)

The printed output from each iteration are omitted here. For a quick diagnostic check on whether the
upper bound K is set large enough, we can use the kstar_MCMCdiag function which takes the following
input arguments:

kstar, the vector output of kstar from running the DPMPM model.

nrun, the number of MCMC iterations used in running the DPMPM model.

burn, the number of burn-in iterations used in running the DPMPM model.

L e

thin, the number of thinning used in running the DPMPM model.

Its output a list of two MCMC diagnostics figures:

1. Traceplot, the traceplot of kstar post burn-in and thinning.

2. Autocorrplot, the autocorrelation plot of kstar post burn-in and thinning.

We first load the bayesplot package before using the kstar_MCMCdiag function.
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Figure 1: Traceplot of the thinned kstar values after burn-in. It shows little stickiness (only a 100
samples). The mean of kstar is 7.5, with range from 2.5 to 15. This suggests that setting K = 80 should
be sufficient, and we could consider setting a smaller K for an even faster computation time.
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Figure 2: Autocorrelation plot of the thinned kstar values after burn-in. It shows a sharp drop in
autocorrelation after lag 1, indicating no convergence issues after performing such MCMC diagnostics.

library(bayesplot)

kstar_MCMCdiag(kstar = Imp_DPMPMs$kstar,
nrun = 10000,
burn = 5000,
thin = 50)

Figure 1 shows the traceplot of kstar value after burn-in and thinning. It indicates no convergence
issues of the MCMC chain. Moreover, it suggests choosing a smaller K value if we want to achieve an
even faster computation time. Figure 2 presents its autocorrelation function plot, which also indicates
no convergence issues.

To access the imputed datasets one at a time, we do the following.
impdatal <- Imp_DPMPM$impdatal[[1]] #for the first imputed dataset

Analysts then can compute sample estimates for estimands of interest in each imputed dataset and
combine them using the combining rules.

Before demonstrating how to do so, we first use the mice package to also generate imputations for
the same dataset. We do so to facilitate comparisons between results based on the DPMPM model and
MICE. The following code runs the MICE algorithm on the same data using the default options in
MICE for all the arguments, except m, which is set to 10 to be consistent with the implementations of
the DPMPM engine. The code also reshapes the output of the MICE algorithm so that we are able to
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use some of the utility functions in NPBayesImputeCat on the imputed datasets. For more details on
the implementations of mice, see Buuren and Groothuis-Oudshoorn (2011).

library(mice)
m<- 10
Imp_MICE <- mice(data = X,
m=m,
defaultMethod = c("norm”, "logreg"”, "polyreg", "polr"),
print = F,
seed = 342)

#Reshape the list of imputed datasets
Imp_MICE_reshape <- NULL
Imp_MICE_reshape$impdata <- lapply(1:m,function(x) x <- X)
col_names <- names(Imp_MICE$imp)
for (1 in 1:m){
for(j in col_names){
na_index_j <- which(is.na((Imp_MICE_reshape$impdatal[1]]1)[,j]1)==TRUE)
Imp_MICE_reshape$impdatal[1]]1[na_index_j,j]1 <- Imp_MICE$imp[[j1I1[[1]]
}
}

With the Imp_DPMPM, Imp_MICE, and Imp_MICE_reshape objects, we now demonstrate how to assess the
quality of the imputations for the two methods and also use the combining rules for valid inferences
from multiple imputed datasets.

Assess quality of the imputations

A very common way to assess the quality of the imputations is to compare the estimated distributions
in the observed and imputed datasets. We can compare the marginal distributions of any of the
variables in the observed and imputed datasets using the marginal_compare_all_imp function. The
function takes 3 arguments as input:

1. obsdata, the observed data.
2. impdata, the list of m imputed datasets.

3. vars, the variable of interest.
The output is a list containing;:

1. Plot, a barplot showing the marginal probability (as a percentage) of each level of the variable
in the observed and imputed datasets.

2. Comparison, the table of the marginal probabilities (as a percentage) used to make the barplot.

As an example, we can compare the marginal probability of each level of the variable WKL in the
observed and imputed datasets for both MICE and the DPMPM engine by using the following code.
We load the tidyverse library for making these plots.

library(tidyverse)
marginal_compare_all_imp(obsdata = X,
impdata = Imp_DPMPM$impdata,
vars = "WKL")
marginal_compare_all_imp(obsdata = X,
impdata = Imp_MICE_reshape$impdata,
vars = "WKL")

The code creates the plots in Figures 3 and 4. For the most part in Figures 3 and 4, both DPMPM and
MICE result in point estimates from the imputed datasets that are very close to the observed data,
which are to be expected under MCAR. There are no major noticeable differences between the two
methods. The code can be applied in a similar manner to other variables, MAR and SEX, shown in the
accompanying R file.

Using the multiple imputation combining rules

We now demonstrate how to use the combining rules to obtain single point estimates and correspond-
ing 95% confidence intervals for estimands of interest from all the imputed datasets. First, we compute
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Figure 3: Marginal distribution of WKL from the observed data and each imputed dataset using
DPMPM. Barplots of the observed (yellow) and the 10 imputed (grey) are shown for the three levels of
WKL. There is some variability across the imputed datasets. Overall, they resemble the observed well.
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Figure 4: Marginal distribution of WKL from the observed data and each imputed dataset using MICE.
Barplots of the observed (yellow) and the 10 imputed (grey) are shown for the three levels of WKL.
There is some variability across the imputed datasets. Overall, they resemble the observed well.

the point estimates and corresponding standard errors for marginal and joint probabilities from each
imputed dataset using the compute_probs function. The function takes 2 arguments as input:

1. InputData, the list of m imputed datasets.

2. varlist, a list of variable names (or combination of names) of interest.

The output is a list of the marginal and/or joint probabilities in each imputed dataset. Next, we use
the pool_estimated_probs function to pool the estimates from all the imputed datasets using the
combining rules. The function takes 2 arguments as input:

1. ComputeProbsResults, the output from the compute_probs function.

2. method, the combining rules to use, where the options are "imputation”, "synthesis_full",
"synthesis_partial".

The output is a list of tables containing the results after applying the combining rules. For example,
suppose we are interested in estimating probabilities corresponding to (i) the marginal distribution of
MAR, (ii) the marginal distribution of SEX, and (iii) the joint distribution of MAR and WKL, we can
use the following code.

varlist <- list(c("MAR"),c("SEX"),c("MAR","WKL")) #probabilities to evaluate
prob_ex1_DPMPM <- compute_probs(InputData = Imp_DPMPM$impdata,
varlist = varlist)
pooledprob_ex1_DPMPM <- pool_estimated_probs(ComputeProbsResults = prob_ex1_DPMPM,
method = "imputation”)

prob_ex1_MICE <- compute_probs(InputData = Imp_MICE_reshape$impdata,
varlist = varlist)
pooledprob_ex1_MICE <- pool_estimated_probs(ComputeProbsResults = prob_ex1_MICE,
method = "imputation”)
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When dealing with missing data imputation, the method must be set to "imputation”. The first element
of pooledprob_ex1_DPMPM for MAR is shown below, whereas the remaining output is omitted for

brevity.

MAR Estimate  Std.Error Df Statistic CI_Lower CI_Upper
1 Divorced ©.1083 0.011865562 9.000000 9.127254 0.08145823 0.13514177
2 Married ©0.5125 0.020191254 9.000001 25.382277 0.46682421 0.55817579
3 Never married or age<15 ©.2953 0.018326210 9.000000 16.113534 0.25384323 0.33675677
4 Separated 0.0204 0.005678460 9.000000 3.592523 0.00755443 ©.03324557
5 Widowed ©.0635 0.008683588 9.000000 7.312645 0.04385636 ©.08314364

Each row represents the different levels of the corresponding variable(s). From left to right, the
columns give the variable names and levels, the overall point estimates averaged across all imputed
datasets, and the corresponding standard errors, degrees of freedom, test statistics, and confidence
intervals. Similarly, for pooledprob_ex1_MICE, we have

MAR Estimate  Std.Error Df Statistic CI_Lower  CI_Upper

Divorced 0.1055 0.011501682 9 9.172571 0.079481387 ©.13151861

Married 0.5204 0.017156032 9 30.333355 0.481590360 0.55920964

Never married or age<15 ©0.2912 0.015438579 9 18.861839 0.256275507 0.32612449
Separated 0.0175 ©.005031389 9 3.478165 0.006118207 ©.02888179

Widowed 0.0654 0.009065137 9 7.214452 0.044893235 0.08590676

g > w N =

As the output shows, the results from both MICE and DPMPM are once again similar when looking
at marginal probabilities of MAR, and both are indeed close to the results from the original sample
without any missing data (which are excluded for brevity).

The NPBayesImputeCat package also includes similar functions, fit_GLMs and pool_fitted_GLMs,
for fitting generalized linear models (GLMs) to each imputed datasets and pooling the results across
all the datasets. The fit_GLMs function takes 2 arguments as input:

1. InputData, the list of mimputed datasets.

2. exp, the GLM expression for the model of interest (for nnet which must be loaded first).
The output is a list containing the estimated parameters from the GLM model fitted to each imputed
dataset. The pool_fitted_GLMs pools the GLM estimates from all the imputed datasets using the
combining rules. The function takes 2 arguments as input:

1. GLMResults, the output from the fit_GLMs function.

2. method, the combining rules to use, where the options are "imputation”, "synthesis_full",

"synthesis_partial".

For example, to fit a multinomial logistic model of MAR on SEX, we can use the following code.

library(nnet)
model_ex1_DPMPM <- fit_GLMs(InputData = Imp_DPMPM$impdata,
exp = multinom(formula = MAR~SEX))
pool_fitted_GLMs(GLMResults = model_ex1_DPMPM,
method = "imputation”)

The second line yields the following output, with the numbers rounded up to 4 decimal places.

Levels Parameter Estimate Std.Error Df Statistic CI_Lower CI_Upper
1 Married (Intercept) 1.5431 0.1783 9.0033 8.6536 1.1398 1.9465
2 Married SEXMale 0.0282 0.2597 9.0150 0.1085 -0.5591 0.6155

3 Never married or age<l15 (Intercept) 0.8719 ©.1849 9.0034  4.7145 0.4536 1.2902
4 Never married or age<15 SEXMale ©.2626 ©.2632 9.0139 0.9976 -0.3327 ©.8578

5 Separated (Intercept) -1.6225 0.4380 9.1346 -3.7044 -2.6111 -0.6339
6 Separated SEXMale -0.2124 0.7787 10.3909 -0.2728 -1.9386 1.5138
7 Widowed (Intercept) -0.0666 0.2174 9.0059 -0.3062 -0.5584 0.4252
8 Widowed SEXMale -1.5906 0.4781 9.1614 -3.3265 -2.6693 -0.5118

The fit_GLMs and pool_fitted_GLMs functions perform a similar role to the with and pool func-
tions in the mice package. To fit the same model under MICE, we use the following code.

model_ex1_MICE <- with(data = Imp_MICE,
exp = multinom(formula = MAR~SEX))
summary (pool (model_ex1_MICE))
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The second line yields the following output, with the numbers rounded up to 4 decimal places.

y.level term estimate std.error statistic df p.value
1 Married (Intercept) 1.6828 ©.1835 9.1720 78.1913 0.0000
2 Married SEXMale -0.1735 0.2745 -0.6321 53.7652 0.5300
3 Never married or age<15 (Intercept) ©0.8643 0.1962 4.4051 95.0509 0.0000
4 Never married or age<i15 SEXMale ©.2828 ©.2980 0.9491 48.8560 0.3473
5 Separated (Intercept) -1.5754 0.6032 -2.6117 19.3114 0.0170
6 Separated SEXMale -0.7507 1.0821 -0.6937 17.6531 0.4969
7 Widowed (Intercept) ©.1187 0.2481 0.4783 49.8076 0.6345
8 Widowed SEXMale -2.2404 0.6741 -3.3235 32.0590 0.0022

The results are mostly similar, although we note that for most of the estimands, the standard errors are
larger for MICE than the DPMPM engine. However, we also note that this illustration is based on data
containing only n = 1000 observations and 30% missing data, so that differences in point estimates are
not particularly surprising. Additional examples of fitting GLM models to the imputed datasets are
shown in the accompanying R file.

Multiple imputation for data with structural zeros

We now illustrate how to impute missing values for ACS sample 1 with 30% missingness, using
NPBayesImputeCat, where there are structural zeros are present. Recall that the data is stored in the
file, ‘ss16pusa_sample_zeros_miss’. The general procedure is very similar to the one in the previous
section, where structural zeros are not present. However, we need to specify additional inputs to
account for the structural zeros when generating the imputed datasets. Once the imputed datasets
have been created, the utility functions used to compute sample estimates and pool them using
the combining rules are exactly the same as before. First, we begin by creating MCZ, the data frame
containing the structural zeros definition.

Create a file to store structural zeros cases

Previously, when there are no structural zeros, MCZ is set to NULL . Here, when there are structural zeros
cases in the application, one should write the MCZ data frame following two general rules:

1. Variables in MCZ must be factors with the same levels as the original data.

2. Placeholder components are represented with NAs.

The script below is a sample script to store the structural zeros definition shown in Table 2.

AGEP <- c(16, 16, 16, 16, 17, 17, 17, 17)

SCHL <- c("Bachelor's degree”, "Doctorate degree”, "Master's degree”,
"Professional degree”, "Bachelor's degree”, "Doctorate degree”,
"Master's degree”, "Professional degree")

MAR <- rep(NA, 8)

SEX <- rep(NA, 8)

WKL <- rep(NA, 8)

MCZ <- as.data.frame(cbind(AGEP, MAR, SCHL, SEX, WKL))

First, we create a vector of AGEP consisting of 4 replicates of value 16 and 4 replicates of value 17
and a vector of SCHL consisting of the degree types which induce structural zeros cases with AGEP.
Second, we create vectors of MAR, SEX, and WKL. Each is a vector of length 8, with each element
being NA. These are placeholder components, and since the structural zeros cases do not involve these
three variables, all elements are NAs. Third, we need to create a data frame using as.data. frame and
cbind. It is necessary to input the variables in the same order as in the original data (the order of
variables in Table 1). We save the data frame MCZ for later use.

Load the sample

Now, we load the sample data and make sure that all variables are unordered factors.

data("ss16pusa_sample_zeros_miss")
X <- ssl16pusa_sample_zeros_miss
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p <- ncol(X)
for (3 in 1:p){

X[,3j] <- as.factor(X[,jl)

MCZ[,j] <- factor(MCZ[,jl, levels = levels(X[,jl))
3

Generate the imputed datasets

Initializing the DPMPM engine follows the exact same approach as before. The only difference is that
we can now supply the two arguments specific to structural zeros, that is, MCZ and Nmax. That is, to
initialize, we can run the following code.

model <- CreateModel(X = X,
MCZ = MCZ,
K = 30,
Nmax = 20000,
aalpha = 0.25,
balpha = 0.25,
seed = 521)

As before, we select K based on initial runs. We now also do the same for Nmax. If the value of either
always hits the set values, we should re-run the model by specifying larger values to allow for a
large enough number of mixture components and augmented observations to cluster the observations
appropriately. As before, we can also save and track posterior samples of the parameters in the sampler
using the EnableTracer option. Sample scripts are included in the accompanying R file.

After setting K and Nmax, we can now run the DPMPM imputation engine with structural zeros to
create m imputed datasets. The function DPMPM_zeros_imp takes 12 arguments as input:
1. X, the original data with missing values.
MCZ, data frame containing the structural zeros definition.
Nmax, an upper truncation limit for the augmented sample size.
nrun, the number of MCMC iterations.
burn, the number of burn-in.

thin, the number of thinning.

NS k@

K, the maximum number of mixture components (i.e., the maximum number of latent classes in
the DPMPM imputation engine)

8. aalpha, the hyper parameter a, in stick-breaking prior distribution in Equation (6).
9. balpha, the hyper parameter b, in stick-breaking prior distribution in Equation (6).
10. m, the number of imputations.
11. seed, the seed value.
12. silent, default to TRUE. Set this parameter to FALSE if more iteration info are to be printed.
The output of DPMPM_zeros_imp is similar to the output of DPMPM_nozeros_imp, except that now it also

includes Nmis, the saved posterior draws of the augmented sample size, which can be used to check
MCMC convergence.

To run the DPMPM_zeros_imp function to impute missing data for ACS sample 1 with 30% miss-
ingness, we run the code below. For this demonstration, we set Nmax to 200000, nrun to 10000, burn to
5000, thin to 50, K to 80, both aalpha and balpha 0.25, and m to 10. Finally, we set the seed to 653.

m<- 10

Imp_DPMPM <- DPMPM_zeros_imp(X = X,
MCZ = MCZ,
Nmax = 200000,
nrun = 10000,
burn = 5000,
thin = 50,
K = 8o,
aalpha = 0.25,
balpha = 0.25,
m=m,
seed = 653,

silent = TRUE)
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As before, it is straightforward to run MCMC diagnostics on the tracked elements of Imp_DPMPM. Also,
Imp_DPMPM contains the list of the imputed datasets. Analysts then can compute sample estimates for
estimands of interest in each imputed dataset and assess their quality or also combine them using the
combining rules by using all the same functions as before. That is, using marginal_compare_all_imp,
compute_probs, pool_estimated_probs, fit_GLMs, and pool_fitted_GLMs. Examples are included in
the accompanying R file.

Currently, there are no direct options in the mice package to incorporate structural zeros. Therefore,
we do not explore comparisons with the MICE engine for data containing structural zeros.

Synthetic data applications

Without loss of generality, suppose we want to generate partially synthetic datasets for the ACS sample
2 (“ss16pusa_sample_nozeros’), where no structural zeros are present. NPBayesImputeCat includes
functionality to generate fully synthetic data as well, but we exclude its illustration for brevity. The
NPBayesImputeCat package currently does not accommodate data synthesis with structural zeros.

We also implement a popular synthetic data generation method, CART (using the synthpop
package in R), to ACS sample 2 and compare the results (Reiter, 2005) to DPMPM.

Load the sample data

First, we load the sample data, the ACS sample 2, and make sure that all variables are set as factors.

data(ss16pusa_sample_nozeros)
X <- ssl16pusa_sample_nozeros
p <- ncol(X)
for (3 in 1:p){

X[,jl <~ as.factor(X[,jl)
}

Generate the synthetic datasets

Initializing the DPMPM synthesizer follows the exact same approach as before for the missing data
imputation applications. We run the following code.

model <- CreateModel(X = X,
MCZ = NULL,
K = 80,
Nmax = @,
aalpha = 0.25,
balpha = 0.25,
seed = 973)

After setting K based on the initial runs, we now run the DPMPM synthesizer without structural
zeros to create m synthetic datasets. The function DPMPM_nozeros_syn takes 12 arguments as input:
X, the original data with missing values.
dj, the vector recording the number of categories of the variables.
nrun, the total number of MCMC iterations.
burn, the number of burn-ins.
thin, the number of thinnings.
K, the maximum number of mixture components.
aalpha, the hyper parameter 4, in stick-breaking prior distribution in Equation (6).

balpha, the hyper parameter b, in stick-breaking prior distribution in Equation (6).

0 ® N ke N

m, the number of synthetic datasets.

=
e

vars, the names of the variables to be synthesized.

—_
—_

. seed, the seed value.

—_
N

silent, default to TRUE. Set this parameter to FALSE if more iteration info are to be printed.
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The output of DPMPM_nozeros_syn is a list containing:

syndata, the list of m synthetic datasets.
origdata, the original data X.

alpha, the saved draws of &, which can be used to check MCMC convergence.

L e

kstar, the saved numbers of occupied mixture components, which can be used to check MCMC
convergence and track whether the upper bound K is set large enough.

To run the DPMPM_nozeros_syn function to generate synthetic data for ACS sample 2, we run the
code below. For this demonstration, we create partially synthetic data where marital status (MAR)
and when last worked (WKL) are synthesized, and we set nrun to 10000, burn to 5000, thin to 50, K to
80, both aalpha and balpha to 0.25, and seed to 837. Recall that dj stores the vector of levels of the
variables, which are 5 for MAR, 2 for SEX, and 3 for WKL.

dj <- c(5, 2, 3)

m<-5

Syn_DPMPM <- DPMPM_nozeros_syn(X = X,
dj = dj,
nrun = 10000,
burn = 5000,
thin = 50,
K = 80,
aalpha = 0.25,
balpha = 0.25,
m=5,
vars = c("MAR", "WKL"),
seed = 837,

silent = TRUE)

MCMC diagnostics can be run based on the tracked elements of Syn_DPMPM. To access the synthetic
datasets one at a time, we do the following.

syndata3 <- Syn_DPMPM$syndatal[[3]] #for the third synthetic dataset

Analysts then can compute sample estimates for estimands of interest in each synthetic dataset and
combine them using the combining rules. For comparison, we use the synthpop package to generate
synthetic data for the same dataset with CART synthesizer. The default synthesizer for synthpop is
CART, and the visit.sequence input argument allows the users to indicate which variables to be
synthesized. To match with what we have done with the NPBayesImputeCat, we set MAR and WKL
for visit. sequence to generate partially synthetic data.

library(synthpop)

m<-5

Syn_CART <- syn(data = X,
m=05,
seed = 123,

visit.sequence = c("MAR", "WKL"))

Next, we demonstrate how to access the utility of the synthetic datasets from the two methods and
also use the combining rules.

Assess utility of the synthetic datasets

Similar to what we have introduced for assessing the quality of the imputations, for synthesis, we
compare the marginal distributions of any of the variables in the observed and imputed datasets,
using the marginal_compare_all_syn function. The function takes 3 arguments as input:

1. obsdata, the observed data.
2. syndata, the list of m synthetic datasets.

3. vars, the variable of interest.

The output is a list containing:
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1. Plot, a barplot showing the marginal probability (as a percentage) of each level of the variable
in the observed and synthetic datasets.

2. Comparison, the table of the marginal probabilities (as a percentage) used to make the barplot.

The following code compares the marginal probability of each level of MAR.

marginal_compare_all_syn(obsdata = X,
syndata = Syn_DPMPM$syndata,
vars = "MAR")
marginal_compare_all_syn(obsdata = X,
syndata = Syn_CART$syn,
vars = "MAR")

The code creates the plots in Figures 5 and 6.

. original . synthetic2 . synthetic4

syntheticl . synthetic3 . synthetic5

404

Percent

20+

04

Figure 5: Marginal distribution of MAR from the observed data and each synthetic dataset using
DPMPM. Barplots of the original (yellow) and the 5 synthetic (grey) are shown for the five levels of
MAR. There is some variability across the synthetic datasets. Overall, they resemble the original well.

. original . synthetic2 . synthetic4
. syntheticl . synthetic3 . synthetic5

Percent

Figure 6: Marginal distribution of MAR from the observed data and each synthetic dataset using
CART. Barplots of the original (yellow) and the 5 synthetic (grey) are shown for the five levels of MAR.
There is some variability across the synthetic datasets. Overall, they resemble the original well.

For the most part in Figures 5 and 6, both DPMPM and CART result in point estimates from the
synthetic datasets that are very close to the observed data. There are no major noticeable differences
between the two methods. The code can be applied in a similar manner to other variables, and
examples are included in the accompanying R file.
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Using the synthetic data combining rules

We now demonstrate how to use the combining rules to obtain single point estimates and corre-
sponding 95% confidence intervals for estimands of interest from all the synthetic datasets. Similar to
what we have done with the multiple imputation combining rules previously, we use the same set of
functions: compute_probs and pool_estimated_prob.

For example, suppose we are interested in estimating probabilities corresponding to (i) the marginal
distribution of MAR, (ii) the marginal distribution of SEX, (iii) the marginal distribution of WKL, and
(iv) the joint distribution of MAR and WKL, we can use the following code:

varlist <- list(c("MAR"), c("SEX"), c("WKL"), c("MAR","WKL")) #probabilities to evaluate
prob_ex1_DPMPM <- compute_probs(InputData = Syn_DPMPM$syndata,
varlist = varlist)
pooledprob_ex1_DPMPM <- pool_estimated_probs(ComputeProbsResults = prob_ex1_DPMPM,
method = "synthesis_partial”)

prob_ex1_CART <- compute_probs(InputData = Syn_CART$syn,
varlist = varlist)
pooledprob_ex1_CART <- pool_estimated_probs(ComputeProbsResults = prob_ex1_CART,
method = "synthesis_partial”)

As noted before, when dealing with partially synthetic data, the method must be set to “synthe-
sis_partial”. We only include the first element of pooledprob_ex1_DPMPM for MAR for brevity.

MAR Estimate Std.Error Df Statistic CI_Lower CI_Upper
1 Divorced ©.1072 0.010406613 293.63208 10.301142 0.086718995 0.12768100
2 Married ©.5112 0.016738961 338.91020 30.539531 0.478274660 0.54412534
3 Never married or age<15 0.2944 0.016234667 88.41528 18.134034 0.262139123 0.32666088
4 Separated ©0.0158 0.004718411 43.64386 3.348585 0.006288476 ©.02531152
5 Widowed 0.0714 0.008826970 178.61153 8.088846 ©0.053981434 0.08881857

Each row represents the different levels of the corresponding variable(s). From left to right, the
columns give the variable names and levels, the overall point estimates averaged across all imputed
datasets, and the corresponding standard errors, degrees of freedom, test statistics, and confidence
intervals. Similarly, for pooledprob_ex1_CART, we have

MAR Estimate Std.Error Df Statistic CI_Lower CI_Upper
1 Divorced ©.1104 0.011044293 104.5372 9.996113 0.088500078 0.13229992
2 Married ©.5244 0.017530887 111.6932 29.912919 0.489663753 0.55913625
3 Never married or age<15 0.2842 0.015588823 149.5745 18.231011 0.253397249 0.31500275
4 Separated 0.0138 0.004054405 134.0083 3.403705 0.005781098 ©.02181890
5 Widowed 0.0672 ©0.008348413 392.0400 8.049434 0.050786740 0.08361326

As the output shows, the results from both CART and DPMPM are once again similar when
looking at marginal probabilities of MAR, and both are indeed close to the results from the original
sample (excluded for brevity).

Lastly, we demonstrate the use of fit_GLMs and pool_fitted_GLMs for fitting generalized linear
models (GLMs) to each synthetic datasets and pooling the results across all the datasets. For example,
to fit a logistic model of SEX given MAR and WKL, we can use the following code.

model_ex1_DPMPM <- fit_GLMs(InputData = Syn_DPMPM$syndata,
exp = glm(formula = SEX~WKL+MAR,
family = binomial))
pool_fitted_GLMs(GLMResults = model_ex1_DPMPM,
method = "synthesis_partial”)

The second line yields the following output, with the numbers rounded up to 4 decimal places.

Estimate Std.Error Df Statistic CI_Lower CI_Upper
(Intercept) -0.5954 0.3548 44.1182 -1.6781 -1.3105 0.1196
WKLOver 5 years ago or never worked 0.0946 0.2823 179.2380 0.3351 -0.4625 0.6517
WKLWithin the last 12 months 0.3629 0.3042 33.3456 1.1929 -0.2558 0.9816
MARMarried 0.3517 ©0.2581 48.6246 1.3625 -0.1671 0.8706
MARNever married or age<i5 0.4293 0.2560 119.8199 1.6771 -0.0775 0.9360
MARSeparated 0.0710 ©0.6589 545.7313 0.1078 -1.2232 1.3652
MARWidowed -1.0156 0.3864 543.1589 -2.6285 -1.7746 -0.2566
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We use the following code to fit the same model under CART.

model_ex1_CART <- fit_GLMs(InputData = Syn_CART$syn,
exp = glm(formula = as.factor(SEX)~WKL+MAR,
family = binomial))
pool_fitted_GLMs(GLMResults = model_ex1_CART,
method = "synthesis_partial”)

The second line yields the following output, with the numbers rounded up to 4 decimal places.

Estimate Std.Error Df Statistic CI_Lower CI_Upper
(Intercept) -0.0292 0.3155 103.8094 -0.0927 -0.6549 0.5964
WKLOver 5 years ago or never worked -0.0610 0.2941 56.6928 -0.2074 -0.6499 0.5279
WKLWithin the last 12 months -0.1309 0.2602 125.4832 -0.5032 -0.6460 0.3841
MARMarried 0.0316 ©0.2151 3096.9978 ©.1471 -0.3902 0.4534
MARNever married or age<i5 0.0230 0.2401 319.0640 ©0.0956 -0.4495 0.4954
MARSeparated 0.3378 0.6530 187.2752 ©.5172 -0.9505 1.6260
MARWidowed 0.1148 0.3365 477.2065 0.3412 -0.5464 0.7760

The output of fitting this GLM to the original sample is used as the benchmark for our utility

evaluation.

Estimate Std. Error z value Pr(>|z])
(Intercept) -0.5937 0.2897 -2.050 0.040395 *
WKLOver 5 years ago or never worked 0.2859 0.2539 1.126 0.260163
WKLWithin the last 12 months 0.5054 0.2358 2.144 0.032065 *
MARMarried 0.1380 0.2129 0.649 0.516647
MARNever married or age<i5 0.3994 ©.2273  1.757 0.078965 .
MARSeparated -0.3538 0.5463 -0.648 0.517183
MARWidowed -1.3673 0.3867 -3.536 0.000406 ***

The utility results are different between DPMPM and CART, and we note that for most of the
estimands, the DPMPM produces more accurate estimation than the CART when compared to the
results from the original sample. These indicate that for this particular sample, a joint model fitted by
the DPMPM does a better job preserving relationships among variables compared to a series of the
conditional models fitted by the CART. Additional examples of fitting GLM models to the synthetic
datasets are shown in the accompanying R file.

Concluding remarks

In this paper, we have presented the DPMPM models for multivariate categorical data and illustrations
of using the NPBayesImputeCat package for multiple imputation and synthetic data applications.
Users can take the output and extract imputed and synthetic datasets, then conduct statistical analyses
of their choice and use the appropriate combining rules to obtain valid estimates. Interested readers
can refer to the package documentation for additional features.

While the NPBayesImputeCat package has been developed primarily for multiple imputation and
synthetic data purposes, users can also use it for DPMPM model estimation. For example, following
the illustrations for synthetic data, a data analyst is able to obtain parameter draws of several key
parameters from the MCMC chain: i) the DP concentration parameter «, ii) the mixture probability

vectors {71, }, and iii) the Multinomial probability vectors {9,9 ) }. The analyst can then further conduct
analyses of the clustering of the observations in the MCMC chain and other questions of interest.

Users can report bugs at our GitHub repo: https://github.com/monika76five/NPBayesImputeCat.
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msae: An R Package of Multivariate
Fay-Herriot Models for Small Area

Estimation
by Novia Permatasari and Azka Ubaidillah

Abstract The paper introduces an R Package of multivariate Fay-Herriot models for small area
estimation named msae. This package implements four types of Fay-Herriot models, including
univariate Fay-Herriot model (model 0), multivariate Fay-Herriot model (model 1), autoregressive
multivariate Fay-Herriot model (model 2), and heteroskedastic autoregressive multivariate Fay-Herriot
model (model 3). It also contains some datasets generated based on multivariate Fay-Herriot models.
We describe and implement functions through various practical examples. Multivariate Fay-Herriot
models produce a more efficient parameter estimation than direct estimation and univariate model.

Introduction

Survey sampling is a data collection method by observing several units of observation to obtain
information from the entire population. Compared to other data collection methods, survey sampling
has advantages in cost, time, and human resources. Survey sampling is designed for a certain size
of the domain, commonly a large area. However, data demand for small areas is increasing and has
become high issue (Ghosh and Rao, 1994). The inadequate sample size causes a large standard error of
parameter estimates. This problem is overcome by indirect estimation, namely Small Area Estimation
(SAE).

Rao and Molina (2015) said that SAE increases the effectiveness of sample size using the strength of
neighboring areas and information on other variables that are related to the variable of interest. There
are some estimation methods in SAE, namely Best Linear Unbiased Predictors (BLUP), Empirical Best
Linear Unbiased Predictors (EBLUP), Hierarchical Bayes (HB), and Empirical Bayes (EB). The most
common SAE estimator is the EBLUP (Krieg et al., 2015). EBLUP has advantages over EB and HB
methods. It is a development of the BLUP method that minimizes the MSE among other unbiased
linear estimators (Ghosh and Rao, 1994). Area level of EBLUP application for the continuous response
variable, called Fay-Herriot model, was firstly employed for estimating log per-capita income (PCI) in
small places in the US (Rao and Molina, 2015).

The Fay-Herriot model has extended into a multivariate Fay-Herriot model, which is a model
with several correlated response variables. Datta et al. (1991) firstly applied the multivariate model to
estimate the median income of four-person families in the US states. Benavent and Morales (2016)
developed multivariate Fay-Herriot models with the EBLUP method and introduced four estimation
models based on the estimated variance matrix structure. Ubaidillah et al. (2019) also implemented
the multivariate Fay-Herriot model and indicated that the multivariate Fay-Herriot model produces a
more efficient parameter estimation than the univariate model.

On the Comprehensive R Archive Network (CRAN), there are several packages implementing
small area estimation. Some of them are included in the Small Area Estimation subsection of The
CRAN Task View: Official Statistics & Survey Methodology (Templ, 2014), including sae (Molina and
Marhuenda, 2018), rsae (Schoch, 2014), nlme (Pinheiro et al., 2020), hbsae (Boonstra, 2012), JoSAE
(Breidenbach, 2018), and BayesSAE (Chengchun Shi Developer, 2018). Other popular SAE packages
not included in that subsection are mme (Lopez-Vizcaino et al., 2019) and saery (Lefler et al., 2014).

In this paper, we introduce our R package of multivariate Fay-Herriot models for small area
estimation, named msae. This package and its details are available on CRAN at http://CRAN.R-
project.org/package=msae. Functions in this package implement four Fay-Herriot Models, namely
Model 0, Model 1, Model 2, and Model 3, as proposed by Benavent and Morales (2016).

The paper is structured as follows. First, we explain multivariate Fay-Herriot models in Section
2.2. Then, we describe msae package and illustrate the use of this package for SAE estimation by
employing simulation studies and applying it to a real dataset in the next Sections 2.3 and 2.4. Finally,
we provide a conclusion in Section 2.8.
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Multivariate Fay-Herriot model

The multivariate Fay-Herriot model is an extension of the Fay-Herriot model, which utilizes some
correlated responses. Fay-Herriot is a combination of two model components. The first component is
called the sampling model, and the second component is called the linking model.

Suppose we want to estimate characteristics of R variables in D areas, yiy = (14, .-, #rq) ", with
d=1,...,D.Lety; = (y14,-- -, de)T, be a direct estimator of ;. The first component, i.e., sampling
model is

Yi=ps+es, e ~NOV,), d=1,...,D
, Where ¢; is sampling error with a covariance matrix, V,, , that is assumed to be known. In the
second component, we assume that ji; is linearly related with p; area-specific auxiliary variables
Xy = (X1,...,Xp,)T as follows:

ﬂd:Xd,Bd"_udr MdNN(O,Vud), d=1,...,D

, where 1, is area random effects, and j is a vector of regression coefficient corresponding with X;.
This second component is called the linking model. The combination of the two components forms a
multivariate linear mixed model as follows:

Yq = XgBa +ug+eq, e;~N(OV,), d=1,...,D

, where u and e are independent.

Benavent and Morales (2016) proposed Fay-Herriot models using four different variance matrices,
Model 0, Model 1, Model 2, and Model 3. Model 0 is a univariate Fay-Herriot Model, of which the
sampling error and the random effect of target variables are independent. Sampling error and random
effect variance matrix are written as follows:

Vg = diagaSrSR(U'gr)

Vea = diaga<,<r (Uezdr)

whered =1,...,D

Model 1, Model 2, and Model 3 are multivariate Fay-Herriot models, of which the variance
matrices are no longer diagonal matrices. Model 1 is a multivariate form of Model 0, where the
random effect variance of Model 1 is still a diagonal matrix. Model 2 is called the autoregressive
multivariate Fay-Herriot model (AR(1)), in which the random variance matrix is written as follows :

Vi = Ugrnd (P)

1 o 02*2

1 P 1 [
i e o
pR-1 pR-2 . 1

Model 3 is called heteroskedastic autoregressive multivariate Fay-Herriot model (HAR(1)), which the
element of random error is written as follows:

Ugr = PUgr—1 + agr
tao ~ N(0,0%) and ag, ~ N(0,0?)

, where (750 =1,a4,, and uyq are independent. The element of random variance matrix is written as
follow:

i
2k
Odrii = Z Y ‘Tiz_k
k=1

li—jl
- 2k+i—j| 2
Oarij = ) P Tji—j|—k
k=0
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BLUP and EBLUP
The best linear unbiased prediction (BLUP) of y is
f=Xp+ 2"V, z0 (v — XB)

,where B = (XTQ 1X)"1XTQ "1y is the best linear unbiased estimator (BLUE) of B with the covari-
ance matrix cov(B) = (XTQ~1X)~1. BLUP estimator depends on the random effect variance that
is usually unknown. Using Restricted Maximum Likelihood (REML), we estimate and substitute
random effect variance estimator for obtaining the multivariate EBLUB estimator. The estimation
formula with EBLUP is written as follows:

f=Xp+2"V,z0 (- XB)

O=72"VZ+V,
,where B = (XTO71X)"1XT()~1y is the best linear unbiased estimator (BLUE) of 8 with the covari-
ance matrix cov(B) = (XTQ~1X)~1.

MSE

Benavent and Morales (2016) also proposed MSE estimation for the multivariate Fay-Herriot models
as follows:

mse() = 1i(0%) + $2i(0%) + g3 (0%)
, where each component can be described as follows:

1i(07) =TV,
£i(07) = (1-T)X(xTQ'x)"'xT(1-1)7

g3i(?73) ~~ ZZcov(&gk, Abzll)l”(bﬂra),k,l =12,...,q

,whereT = 2TV, Z, F(k) = 5‘%, and coo( Agk, 0 51) is the inverse of the Fisher information matrix in the
u
estimation of REML.

Overview of R package msae

The R Package msae implements multivariate Fay-Herriot models for small area estimation. Here are
some functions and the descriptions at a glance:

* eblupUFH: This function gives the EBLUP and MSE based on the univariate Fay-Herriot model
(Model 0).

* eblupMFH1: This function gives the EBLUP and MSE based on the multivariate Fay-Herriot
model (Model 1).

* eblupMFH2: This function gives the EBLUP and MSE based on the autoregressive multivariate
Fay-Herriot model (Model 2).

* eblupMFH3: This function gives the EBLUP and MSE based on the heteroskedastic autoregressive
multivariate Fay-Herriot model (Model 3).

Those functions return a list of five elements:

® eblup is a data frame of EBLUPs for each variable.

e MSE is a data frame of the estimated MSEs of the EBLUPs.

* randomEffect is a data frame of random effect estimators.

® Rmatrix is a block diagonal matrix composed of sampling variances.

e fitis a list containing the following objects:

method shows the type of fitting method.

convergence shows the convergence of the Fisher Scoring algorithm.

estcoef shows estimated model coefficients and their significance.

refvar shows the estimated random effect variance.
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- refvarTest (only for eblupMFH3) shows homogeneity of random effect variance test based
on Model 3.

— rho (only for eblupMFH2 and eblupMFH3) shows the estimated p of random effect variance
and their parameter test.

— informationFisher is a matrix of information Fisher.

This package also provides datasets generated for each multivariate model. The datasets are
generated based on Model 1, Model 2, and Model 3 following steps:

1. Generate sampling error e and auxiliary variables « X1, X2 ». Set the parameter as follows:

* For sampling error e in Model 1, we set ¢; ~ N3(0, V), where Voy = (0;); j=1,2,3 With
Oe11 ~ InvGamma(11,1), o ~ InvGamma(1l,2), 0,33 ~ InvGamma(11,3), and p, =
0.5. We generate different MSE of direct estimates for each area.

e For sampling error e in Model 2 and Model 3, we sete ~ N3(0, V,), where V, = ((Ti]'),',]':1,2,3
with 0,11 = 0.1, 0,22 = 0.2, 0,33 = 0.3, and p, = 0.5. It is shown that all the areas have the
same MSE of direct estimates.

e For auxiliary variables « X1 X2 », we set X1 ~ N(5,0.1) and X2 ~ N(10,0.2)

2. Generate random effect 1, where u ~ N3(0, V). For each dataset, parameter for generating
random effect u are as follows:

e For Model 1, 0,11 =02, 000 =04, and o33 = 1.2
e For Model 2, 0, = 0.4, and p, = 0.8
* For Model 3, 0,11 = 0.2, 0,20 = 04, 0,33 = 1.2, and p, = 0.8

3. Set B1 = 5and By = 10 to calculate direct estimation « Y1, Y2, and Y3 », where Y; = X8 + u; +
e;.

4. Auxiliary variables « X1 and X2 », direct estimates « Y1, Y2, and Y3 », and sampling variance-
covariance « vl,v2,v3,v12,v13, and v23 » are combined into a data frame called datasae1 for
Model 1, datasae2 for Model 2, and datasae3 for Model 3.

Example 1. The multivariate Fay-Herriot model (Model 1)

datasael, which is generated based on Model 1, contains 50 observations on the following 11 variables:
3 dependent variables « Y1, Y2, and Y3 », 2 auxiliary variables « X1 and X2 », and 6 variance-covariance
of direct estimation « v1,v2,v3,v12,v13, and v23 ». The procedures for generating such datasets are
provided in the previous section. The following R commands are run to obtain EBLUPs of the
univariate Fay-Herriot model (Model 0) and the multivariate Fay-Herriot model (Model 1), plot the
EBLUPs of the univariate and multivarate model, and plot the MSEs of EBLUPs in the univariate and
multivarate model:

data('datasael')

# model specifications
Fo <- list(f1=Y1~X1+X2,
£2=Y2~X1+X2,
3=Y3~X1+X2)
vardir <- c("v1", "v2", "v3", "v12", "v13", "v23")

# EBLUP based on Model @ and Model 1
u <- eblupUFH(Fo, vardir, data=datasael) # Model 0
ml <- eblupMFH1(Fo, vardir, data=datasael) #Model 1

# Figure 1: EBLUPs under Model @ and Model 1
par(mfrow=c(1,3))

plot(u$eblup$Yl, type = "0", col = "blue”, pch = 15, xlab = "area”, ylab = "Y1",
cex.axis = 1.5, cex.lab = 1.5, xaxt = "n")

points(ml1$eblup$Y1, type = "0"”, col = "red”, pch = 18)

axis(1, at=1:50, labels = 1:50)

legend("topleft”,legend=c("Model @","Model 1"),ncol=2 , col=c("blue”,"red"),
pch=c(15,18), inset=c(0.617,-0.1), xpd=TRUE)
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plot(u$eblup$Y2, type = "o", col = "blue”, pch = 15, xlab = "area”, ylab = "Y2",
cex.axis = 1.5, cex.lab = 1.5, xaxt = "n")

points(m1$eblup$Y2, type = "o"”, col = "red"”, pch = 18)

axis(1, at=1:50, labels = 1:50)

legend("topleft”,legend=c("Model 0", "Model 1"),ncol=2 , col=c("blue”,"red"),
pch=c(15,18), inset=c(0.617,-0.1), xpd=TRUE)

plot(u$eblup$Y3, type = "o", col = "blue”, pch = 15, xlab = "area”, ylab = "Y3",

cex.axis = 1.5, cex.lab = 1.5, xaxt = "n")

points(m1$eblup$Y3, type = "o", col = "red", pch = 18)

axis(1, at=1:50, labels = 1:50)

legend("topleft”,legend=c("Model 0", "Model 1"),ncol=2 , col=c("blue”,"red"),
pch=c(15,18), inset=c(0.617,-0.1), xpd=TRUE)

# Figure 2: MSE of Model @ and Model 1
par (mfrow=c(1,3))

plot (U$MSES$Y1, type = "o", col = "blue”, pch = 15, xlab = "area”, ylab = "MSE of Y1",
cex.axis = 1.5, cex.lab = 1.5, xaxt = "n", ylim=c(0.038,0.12))
points(m1$MSE$Y1, type = "o", col = "red”, pch = 18)
axis(1, at=1:50, labels = 1:50)
legend("topleft”,legend=c("Model @","Model 1"),ncol=2 , col=c("blue”,"red"),
pch=c(15,18), inset=c(0.617,-0.1), xpd=TRUE)
plot (U$MSES$Y2, type = "o", col = "blue”, pch = 15, xlab = "area”, ylab = "MSE of Y2",
cex.axis = 1.5, cex.lab = 1.5, xaxt = "n", ylim=c(0.05,0.28))
points(m1$MSE$Y2, type = "o", col = "red”, pch = 18)
axis(1, at=1:50, labels = 1:50)
legend("topleft”,legend=c("Model 0", "Model 1"),ncol=2 , col=c("blue"”,"red"),
pch=c(15,18), inset=c(0.617,-0.1), xpd=TRUE)
plot(u$MSE$Y3, type = "0", col = "blue”, pch = 15, xlab = "area”, ylab = "MSE of Y3",
cex.axis = 1.5, cex.lab = 1.5, xaxt = "n", ylim=c(0.1,0.42))
points(m1$MSE$Y3, type = "o", col = "red”, pch = 18)
axis(1, at=1:50, labels = 1:50)
legend("topleft”,legend=c("Model 0", "Model 1"),ncol=2 , col=c("blue”,"red"),
pch=c(15,18), inset=c(0.617,-0.1), xpd=TRUE)

Figure 1 illustrates the EBLUPs based on Model 0 (univariate model) and Model 1 (multivariate
model) for all variables of interest. Figure 2 shows the MSEs of Model 1 compared with the MSEs
of Model 0. It can be seen that the estimates of both methods show a similar pattern. Meanwhile,
EBLUPs based on Model 1 has a lower MSE than Model 0. From this example, we can conclude that
the multivariate Fay-Herriot model (Model 1) is more efficient than the univariate Fay-Herriot model
(Model 0).
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Figure 1: EBLUPs under Model 0 and Model 1.

Example 2. The autoregressive multivariate Fay-Herriot model (Model 2)

datasae2, which was generated based on Model 2, contains 50 observations on the following 11
variables: 3 dependent variables « Y1, Y2 and Y3 », 2 auxiliary variables « X1 and X2 », and 6 variance-
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Figure 2: MSE of EBLUPs under Model 0 and Model 1.

covariance of direct estimation « v1,v2,v3,v12,v13, and v23 ». We compare the effectiveness of the
univariate model (Model 0) and autoregressive multivariate Fay-Herriot Model (Model 2) by their
MSE. We use eblupMFH2() to estimate parameters based on Model 2. Then, we plot the EBLUP and
MSE of these methods to compare them.

data('datasae2')

# model specifications
Fo <- list(f1=Y1~X1+X2,
f2=Y2~X1+X2,
3=Y3~X1+X2)
vardir <- c("v1", "v2", "v3", "v12", "v13"  "v23")

# EBLUP based on Model @ and Model 2
u <- eblupUFH(Fo, vardir, data=datasae2) # Model 0
m2 <- eblupMFH2(Fo, vardir, data=datasae2) # Model 2

The EBLUPs based on Model 0 (univariate model) and Model 1 (autoregressive multivariate
model) are shown in Figure 3. As it can be seen, both methods show an almost similar result. However,
EBLUPs based on Model 2 has a lower MSE than the EBLUPs based on Model 0, as shown in Figure 4.
In this example, the autoregressive multivariate Fay-Herriot model (Model 2) seems to be more
efficient than the univariate Fay-Herriot model (Model 0).
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Figure 3: EBLUPs under Model 0 and Model 2.

Example 3. Heteroskedastic autoregressive multivariate Fay-Herriot model
(Model 3)

datasae3, which was generated based on Model 3, is structured the same as datasael and datasae2.
We compare the effectiveness of the univariate model (Model 0) and heteroskedastic autoregressive
multivariate Fay-Herriot Model (Model 3) by their MSE. We use eblupMFH3() to estimate parameters
based on Model 3. Then, we plot the EBLUP and MSE of these methods to compare them.

data('datasae3')
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Figure 4: MSE of EBLUPs under Model 0 and Model 2.

# model specifications
Fo <- list(f1=Y1~X1+X2,
f2=Y2~X1+X2,
f3=Y3~X1+X2)
vardir <- c("v1", "v2", "v3", "v12", "v13", "v23")

# EBLUP based on Model @ and Model 3
u <- eblupUFH(Fo, vardir, data=datasae3) # Model 0
m3 <- eblupMFH3(Fo, vardir, data=datasae3) # Model 3

Figure 5 shows EBLUPs based on Model 3 compared to Model 0. The MSEs of both methods are
shown in Figure 6. It can be seen that the multivariate EBLUPs will follow the pattern of univariate
EBLUPs with smaller MSE values. It can be concluded that the heteroskedastic autoregressive
multivariate Fay-Herriot model (Model 3) is more efficient than the univariate model (Model 0).
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Figure 6: MSE of EBLUPs under Model 0 and Model 3.

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES

118

Real data example: Poverty index

In this section, we use incomedata dataset, which is provided in library sae. The dataset contains
unit-level data on income and other related variables in Spain. We will demonstrate how to estimate
the EBLUP of Foster-Greer-Thorbecke (FGT) poverty index for each province using the multivariate

Fay-Herriot Models. The index consists of three indicators, i.e., poverty proportion
(p1), and poverty severity (p2).

library(sae)
data("incomedata”)

(p0), poverty gap

Firstly, we obtain area-level data by calculating poverty indicators for each unit and aggregating
it by province based on Benavent and Morales (2016). We use poverty line z=6557.143 (Molina and
Marhuenda, 2015). These following R commands are run to obtain p0, p1, and p2 as variables of

interest.

library(tidyverse)
pov.line <- rep(6557.143, dim(incomedata)[1]) # poverty line

# calculate unit indictators
incomedata$y <- (pov.line - incomedata$income)/pov.line

incomedata = incomedata %>% mutate(poverty = ifelse(incomedata$y > @, TRUE, FALSE),
y0 = ifelse(incomedata$y > @, incomedatas$ye, 0),

y1

ifelse(incomedata$y > @, incomedata$y*1, @),

y2 = ifelse(incomedata$y > @, incomedata$y*2, 0))

# estimated domain size
est.Nd <- aggregate(incomedata$weight, list(incomedata$prov), sum)[,2]

## estimate P@ P1 dan P2
prov.est = incomedata %>% group_by(prov) %>%
summarise(p@.prov = sum(weightxy@),
pl.prov = sum(weightxy1),
p2.prov = sum(weightxy2)) %>%
mutate(p@.prov = p@.prov / est.Nd,
pl.prov = pl.prov / est.Nd,
p2.prov = p2.prov / est.Nd)
incomedata <- incomedata %>% left_join(prov.est, by = c("prov” = "prov")

)

We also need variance and covariance of variables of interest to estimate using the multivariate
Fay-Herriot model. The following R commands are run to obtain variance and covariance of direct

estimation based on Benavent and Morales (2016).

# estimate direct estimation variance-covariance
prov.variance = incomedata %>%
mutate(vil = ifelse(incomedata$poverty,
(weight*(weight-1))*(y0-p@.prov)*(y0-p@.prov), 0),
v12 = ifelse(incomedata$poverty,
(weight*(weight-1))*(y0-p@.prov)*(yl-pl.prov), 0),
v13 = ifelse(incomedata$poverty,
(weight*(weight-1))*(y0-p@.prov)*(y2-p2.prov), 0),
v22 = ifelse(incomedata$poverty,
(weight*(weight-1))*(y1-p1.prov)*(yl-pl.prov), 0),
v23 = ifelse(incomedata$poverty,
(weight*(weight-1))*(y1-p1.prov)*(y2-p2.prov), 0),

v33 = ifelse(incomedata$poverty,

(weight*(weight-1))*(y2-p2.prov)*(y2-p2.prov), 0)) %>%

group_by(prov) %>%

summarise_at(c("v11","v12", "v13", 'v22',6"v23","v33"), sum) %>%

mutate_at(c("vi1","v12", "v13", 'v22',6"v23",6"v33"),
function(x){x/est.Nd*2})

We use six explanatory variables selected by stepwise method, i.e., an indicator of age group 50-64

(age4), an indicator of age group >=65 (age5), an indicator of education level 1 (educ1), an indicator
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of education level 2 (educ2), an indicator of education level 3 (educ3), and an indicator of Spanish
nationality (nat1). The model specifications are written as follow:

formula <- list(f1=p@.prov~aged4+age5+educl+educ2+educ3+nati,
f2=p1.prov~age4+age5+educi+educ2+educ3+nati,
f3=p2.prov~age4+age5+educi+educ2+educ3+nati)

vardir <- c("v11", "v22", "v33", "v12", "v13", "v23")

Next, we select the most suitable multivariate Fay-Herriot model using variance homogeneity test
and random effect p parameter test. In the variance homogeneity test, we test HO : 651. = [75]. ;1] =
1,2,3 using model 3. We obtain a non-convergent model, the p-values are 0.98674 and 0.98996. It
shows that the difference between variance of random effects is statistically not significant. After that,
we test HO : p = 0 using model 2. We get the t-statistics value of 19.26 with p-value of 0.00. It shows
that there is a correlation between random effects. These results indicate the model that fits the data is
Model 2.

The following codes are run to obtain the EBLUPs (under Model 2), to plot the direct estimates and
the EBLUPs, and to plot the MSEs of direct estimates and the MSEs of EBLUPs ordered by sample size:

# EBLUP based on Model 2
eblup.pov <- eblupMFH2(formula, vardir, data=prov.data)

# Dataframe of Result
result_eblup = data.frame(prov = prov.data$prov,
est.Nd = est.Nd,
p@ = prov.data$p@.prov, p@.eblup = eblup.pov$eblup$p@.prov,
p1 = prov.data$pl.prov, pl.eblup = eblup.pov$eblup$pl.prov,
p2 = prov.data$p2.prov, p2.eblup = eblup.pov$eblup$p2.prov,
v11l = prov.data$vll, p@.mse = eblup.pov$MSES$pO.prov,
v22 = prov.data$v22, pl.mse = eblup.pov$MSES$p1.prov,
v33 = prov.data$v33, p2.mse = eblup.pov$MSE$p2.prov)
result_eblup = result_eblup %>% arrange(est.Nd)
result_eblup$prov = as.factor(result_eblup$prov)
result_eblup$id = T:nrow(result_eblup)

# Figure 7: Direct estimates estimates and EBLUPs (under Model 2) ordered by sample size.

par (mfrow=c(1,3))

plot(result_eblup$id, result_eblup$p@, type = "0", col = "blue”, pch = 15, xlab = "area”,
ylab = "p@", cex.axis = 1.5, cex.lab = 1.5, xaxt = "n")

points(result_eblup$p@.eblup, type = "0", col = "red"”, pch = 18)

axis(1, at=result_eblup$id, labels = result_eblup$prov)

legend("topright”,legend=c("Direct estimates”,”"Model 2"),col=c("blue”,"red"), pch=c(15,18))

plot(result_eblup$id, result_eblup$pl, type = "o", col = "blue”, pch = 15, xlab = "area”,
ylab = "p1", cex.axis = 1.5, cex.lab = 1.5, xaxt = "n")

points(result_eblup$pl.eblup, type = "0", col = "red”, pch = 18)

axis(1, at=result_eblup$id, labels = result_eblup$prov)

legend("topright”,legend=c("Direct estimates”,”Model 2"),col=c("blue”,"red"), pch=c(15,18))

plot(result_eblup$id, result_eblup$p2, type = "0", col = "blue", pch = 15, xlab = "area”,
ylab = "p2", cex.axis = 1.5, cex.lab = 1.5, xaxt = "n")

points(result_eblup$p2.eblup, type = "0", col = "red”, pch = 18)

axis(1, at=result_eblup$id, labels = result_eblup$prov)

legend("topright"”,legend=c("Direct estimates”,”"Model 2"),col=c("blue”,"red"), pch=c(15,18))

# Figure 8: MSE of Direct estimates and MSE of EBLUPs (under Model 2) ordered by sample size.

par (mfrow=c(1,3))

plot(result_eblup$id, result_eblup$vil, type = "0", col = "blue”, pch = 15, xlab = "area”,
ylab = "p@", cex.axis = 1.5, cex.lab = 1.5, xaxt = "n")

points(result_eblup$p@.mse, type = "0", col = "red”, pch = 18)

axis(1, at=result_eblup$id, labels = result_eblup$prov)

legend("topright"”,legend=c("Direct estimates”,"”Model 2"),col=c("blue”,"red"), pch=c(15,18))

plot(result_eblup$id, result_eblup$v22, type = "0", col = "blue”, pch = 15, xlab = "area”,
ylab = "p1", cex.axis = 1.5, cex.lab = 1.5, xaxt = "n")

points(result_eblup$pl.mse, type = "0", col = "red”, pch = 18)
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axis(1, at=result_eblup$id, labels = result_eblup$prov)

legend("topright”,legend=c("Direct estimates”,”Model 2"),col=c("blue”,"red"), pch=c(15,18))

plot(result_eblup$id, result_eblup$v33, type = "0", col = "blue”, pch = 15, xlab = "area”,
ylab = "p2", cex.axis = 1.5, cex.lab = 1.5, xaxt = "n")

points(result_eblup$p2.mse, type = "0", col = "red”, pch = 18)

axis(1, at=result_eblup$id, labels = result_eblup$prov)

legend("topright”,legend=c("Direct estimates"”,”"Model 2"),col=c("blue”,"red"), pch=c(15,18))

Variable of Interest ~ Statistic Direct Estimation = Model 2
p0 Min 0.05244 0.04601
Quartil 1 0.17296 0.18947
Median 0.21850 0.21937
Mean 0.22659 0.22020
Quartil 3 0.27753 0.25468
Max 0.43588 0.35011
Standard Deviation  0.08173 0.056597
pl Min 0.01891 0.02551
Quartil 1 0.05336 0.05969
Median 0.06810 0.06866
Mean 0.07567 0.07407
Quartil 3 0.09208 0.08866
Max 0.15973 0.14023
Standard Deviation  0.03227 0.02506
p2 Min 0.005449 0.008481
Quartil 1 0.025819 0.026867
Median 0.032344 0.033600
Mean 0.039042 0.038179
Quartil 3 0.051379 0.049755
Max 0.099308 0.087194
Standard Deviation  0.02083 0.017137

Table 1: Statistics of direct estimation and Model 2

We will compare EBLUPs based on Model 2 with the direct estimates. Both of the estimation results
can be seen in Table 1. On the median value, the result of estimated poverty indicators are relatively
similar, ranging from 0.218-0.219 for p0, 0.0681-0.0687 for p1, and 0.0323-0.0336 for p2. Model 2 has a
lower range and smaller standard deviation than the direct estimation. It means that, in general, the
multivariate Fay-Herriot model has lower variability of small area estimates than direct estimation.
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Figure 7: Direct estimates and EBLUPs (under Model 2) of p0, p1, and p2 ordered by sample size.

The results of direct estimates and EBLUPs under Model 2 ordered by sample size are shown in
Figure 7. The patterns of small area estimates for both methods are almost the same for all areas. The
MSEs of the direct estimates and the EBLUP estimates ordered by sample size are shown in Figure 8.
These plots show that the multivariate Fay-Herriot model has lower MSE than the direct estimation.
Thus, we can conclude that the multivariate Fay-Herriot model is more efficient than direct estimation.
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Figure 8: MSE of direct estimates and MSE of EBLUPs (under Model 2) of p0, p1, and p2 ordered by
sample size.

Conclusion

This paper introduces the first R package of multivariate Fay-Herriot model for small area estimation
named msae. The package is available on Comprehensive R Archive Network (CRAN) at http:
//CRAN.R-project.org/package=msae. This package contains a number of functions for estimating
the EBLUP and MSE of EBLUP of each Fay-Herriot Model. This package accommodates the univariate
Fay-Herriot model (model 0), multivariate Fay-Herriot model (model 1), autoregressive multivariate
Fay-Herriot model (model 2), and heteroskedastic autoregressive multivariate Fay-Herriot model
(model 3). The functions are described and implemented using three examples of datasets provided
in msae package and a real dataset provided in sae package, incomedata. By these examples, we
show that the multivariate Fay-herriot models produce more efficient parameter estimates than direct
estimation and univariate model.
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cat.dt: An R package for fast construction
of accurate Computerized Adaptive Tests

using Decision Trees
by Javier Rodriguez-Cuadrado, Juan C. Laria and David Delgado-Gémez

Abstract This article introduces the cat.dt package for the creation of Computerized Adaptive Tests
(CATs). Unlike existing packages, the cat.dt package represents the CAT in a Decision Tree (DT)
structure. This allows building the test before its administration, ensuring that the creation time of the
test is independent of the number of participants. Moreover, to accelerate the construction of the tree,
the package controls its growth by joining nodes with similar estimations or distributions of the ability
level and uses techniques such as message passing and pre-calculations. The constructed tree, as well
as the estimation procedure, can be visualized using the graphical tools included in the package. An
experiment designed to evaluate its performance shows that the cat.dt package drastically reduces
computational time in the creation of CATs without compromising accuracy.

Introduction

Nowadays, there is an increasing interest in the development and application of Computerized
Adaptive Tests (CATs). For instance, they are applied in several areas such as psychology (Ma et al.,
2017; Mizumoto et al., 2019), education (He and Min, 2017; Wu et al., 2017), or medicine (Michel et al.,
2018; Fox et al., 2019). The reason behind their popularity is that CATs can estimate the ability level of
a psychological variable of interest in an examinee with greater accuracy than the classical tests by
administering a smaller number of items (Weiss, 2004). Besides, the existence of certain mechanisms,
such as item exposure control (Georgiadou et al., 2007) limits the leaking of items between participants.

Concisely, CATs are tailored tests. Every item administered to the examinee is chosen from an item
bank by employing a selection criterion that considers: i) the answers given by the participant to the
items previously administered; ii) the characteristics of such items, and iii) the probabilities provided
by a model that relates the responses to each item with its characteristics. The most commonly used
criterion is Maximum Fisher Information (MFI) (Zhou and Reckase, 2014; Li et al., 2020), which selects
the item that provides the highest information for the current estimate of the ability level. However,
this criterion presents several drawbacks. These include item selection bias, large estimation errors
at the beginning of the test, high item exposure rates, and content imbalance problems (Ueno, 2013;
ZhuoKang and Liu, 2012). Various alternatives have been proposed as attempts for addressing these
problems. Among them stand out Minimum Expected Posterior Variance (MEPV) (Van der Linden
and Pashley, 2009), Kullback-Leibler Information (Chang and Ying, 1996), and Maximum Likelihood
Weighted Information (Veerkamp and Berger, 1997). Although these selection techniques largely solve
the aforementioned problems, their high computational cost complicates their practical use.

Decision Trees (DTs) have been proposed to reduce the computational cost in the creation of CATs.
Yan et al. (2004) used regression trees to predict the participants' total score. A remarkable feature
of this work is the merge of nodes to maintain a sufficient sample size to perform the partitions.
Afterward, Ueno and Songmuang (2010) developed an item selection criterion based on mutual
information in regression trees. However, unlike CATs based on Item Response Theory (IRT), these
works predict the total score of the participant rather than estimate their ability level, which makes it
difficult to compare the performance of a participant in two different tests aimed at measuring the same
construct. Recently, Delgado-Gomez et al. (2019) mathematically proved the equivalence between
IRT-based CATs and DTs when the MEPV item selection criterion is used, proposing the Tree-CAT
method, which integrates both methodologies. In their method, each node of the tree contains an item,
emerging from it as many branches as the number of the item’s possible responses. The examinees
progress through the tree according to the responses they provide until reaching the last node, where
their final estimate corresponds to the found ability level. The disadvantage of this method is that it
requires a high-performance cluster to create the tree. In this regard, the Merged Tree-CAT method
(Rodriguez-Cuadrado et al., 2020) extends and improves Tree-CAT, accelerating tree construction by
joining nodes with similar estimates or ability level distributions.

Currently, there are several packages oriented to the creation of CATs in R. Among them, we can
find catR (Magis et al., 2012; Magis and Barrada, 2017), mirtCAT (Chalmers, 2016), and catIrt (Nydick,
2014). The drawback of these packages is that they create a separate CAT for each examinee, reducing
their efficiency. For example, if two individuals provided the same response to the first item, the
computations for estimation and selection of the next item would be performed twice, even though the
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result would be the same. Therefore, the shortage of memory in these packages considerably increases
computational time, which makes the practical application of CATs difficult, or even impossible, when
the item selection criterion is one of the most computationally demanding.

This article describes the cat.dt package in which the Merged Tree-CAT method (Rodriguez-
Cuadrado et al., 2020) is implemented. Unlike the existing packages, cat.dt creates the CAT before
it is administered to the examinees and stores it in a DT structure. This allows that each time the
participant responds to an item, the estimation of their ability level and the selection of the next item
to be administered is immediate since it is pre-computed. This differs from the existing packages,
in which both calculations are performed during the test administration, making it difficult or even
impossible to use computationally expensive item selection criteria such as the MEPV. In this way, the
cat.dt package manages to quickly create CATs on a standard personal computer as well as provides
accurate estimates of the ability level of each examinee.

The rest of the article is structured as follows. Firstly, it introduces the elements of IRT and CATs
used by the Merged Tree-CAT. Next, the functions contained in the package are detailed, and an
example of its use is provided. Then, the performance of the cat.dt package is compared to that of the
catR package. Finally, the article discusses the benefits of the package.

IRT and CATs

The IRT, on which CATs are based, assumes that a participant’s response to an item depends on the
ability level of the individual and the characteristics of that item (Richardson, 1936; Lawley, 1943;
Tucker, 1946). This relationship is obtained through probabilistic models in which the probability
Py (6, ;) that an examinee gives the response k = 1,.. ., K; to an item i depends on their ability level 0
and the parameters of the item 71;.

For polytomous items, the most widespread model for ordered responses is the Graded Response
Model (GRM) developed by Samejima (1969):

e%i(0—Pix)

PR R @
1+ e’xx( .sz)
where w; is the discrimination parameter, B;; are the difficulty (or location) parameters of each
response k, and P (6, ;) the probability of giving the response k or greater. Therefore Py (6, m;) =
P;.(0, ;) — Pi’]‘(+1(9, m;), being P4 (6, ;) = 1,... ,Pi’}(1+1(9, ;) = 0.

When there is not a particular order in the responses, the most generic model is the Nominal
Response Model (NRM), defined by Bock (1972):

P;;C(G, 71'1') =

ePik0+ik

Py (6, ;) = 2)

yKi | epil i
being pjx and 7, the slope and intercept parameters, respectively, for item i and response k.

These probabilistic models are used in the CATs to obtain the estimate of the ability level of the
examinee based on their responses. Of all the existing estimation methods, the Expected a Posteriori
(EAP) technique is widely used given the simplicity of its calculation and the minimum Mean Squared
Error (MSE) of its estimations (Bock and Mislevy, 1982). When the responses R;, ..., R;,, of the
examinee to the items i;, ..., iy are the possible responses ky, . . ., kjs of those items, the estimate 6 of
the ability level is given by:

b— /_oo 0F(0 | Ri, = ky,..., R, = kn)d6, @)

being f(6 | R;, =k1,...,R;,, = kpr) the posterior density function given the responses according to
Bayes’ theorem:

_ P (0,7) - iy (6, 750, ) £ ()
S0 Piky (6, 713,) -+ Py, (6, 737, ) £(6) 6

where f(0) is the prior density function of the examinee’s ability level.

f@| Ry =kq,..., Ry, =km) , 4)

Each time an examinee responds to an item, this ability level estimation is used by the CAT to
choose the next item. Among the existing item selection methods, MFI is the most popular. This
criterion consists of choosing the item i* that maximizes the Fisher information function F;(6) evaluated
at the current estimate 6 of the ability level. This function is given by (Magis, 2015):
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K5, Pl(6, 7;)?

Fi(6) = Py (6, ;)

— P (6, 7;) ®)

k=1

Another criterion to highlight is the MEPV because it has been shown to be equivalent to mini-

mizing the MSE of the estimates of the ability level (Delgado-Gomez et al., 2019). In this case, given

the posterior density function f(6 | X;, = ky,...,X;,, = ky) obtained from the responses to the items
i1,...,ip, the MEPV criterion chooses the item i* that minimizes the function:

~00 Ki " 2
E= [ (X (0 8huis) Pul6m) ) £O I Ry =Ky, Ry, = knr)de, ©)
% \k=1
being @j\A 1 the ability level estimation if the examinee’s response Ryy1 is the possible response k of

item 7.

In summary, CATs are constructed as follows. Starting from a prior density f(6) and a prior
estimate 6y, the first item to be administered to the examinee is selected according to an established
criterion. Once a response is given, their ability level is estimated, from which the next item to
administer is selected. This process is repeated until a stopping criterion is reached (for example, a
predetermined number of items to be administered per participant), being the final estimation of the
examinee the one obtained after their last response.

The aforementioned process is structured by the Merged Tree-CAT method in a DT as follows
(Rodriguez-Cuadrado et al., 2020). As in the Tree-CAT method, each tree node has an assigned item
and an associated estimate based on the responses given to the items assigned to the parent nodes. The
novelty of the Merged Tree-CAT method consists of limiting the growth of the tree by joining nodes
with similar estimates, accelerating its construction with the least loss of precision in the estimates.
Once constructed, the examinee progresses through the tree according to their answers until reaching
the last node, where the final estimate of their ability level is found. In addition, the Merged Tree-CAT
method incorporates item exposure control by establishing an exposure rate that limits the percentage
of participants that are administered with each item, which increases the safety of the test.

The cat.dt package implements the Merged Tree-CAT method. As it will be explained in the
following section, each of the items that form the test is chosen using the MFI or MEPV criterion,
employing the estimate obtained by the EAP method according to the GRM or NRM model.

The cat.dt package

This section starts by describing the cat.dt package architecture and its main function CAT_DT. This
is followed by a practical example on how to use this package to create CATs structured in DTs, to
visualize them, and to obtain estimates of the ability level of participants. Finally, we detail some of
the computational features taken into account in the building of the package to increase its efficiency.

The cat.dt package can be installed from CRAN (install.packages(“cat.dt”)) or from the devel-
opment version’s GitHub repository https://github.com/jlaria/cat.dt. '

cat.dt structure

The cat.dt package consists of the functions shown in Figure 1, which also displays the dependency
relationships between them.

The most relevant functions are the following;:

e CAT_DT: Creates the CAT structured in a DT.
e create_level_1: Creates the nodes that conform to the first level of the DT.
* create_levels: Creates the nodes that conform to the levels of the DT (except for the first level).

¢ join_node: Joins nodes from the same tree level with similar estimations or distributions of the
ability level.

® CAT_ability_est : Estimates the ability level of a participant after each response and computes
a Bayesian credible interval of the final estimation.

1This package imports the dependencies Matrix, Rglpk, and ggplot2 for matrix treatment, linear programming,
and visualization, respectively.
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cat.dt package functions and dependencies

probab_GRM !

create_level_1
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R functions

Figure 1: Function dependencies.

The CAT_DT function

The input parameters of the main function CAT_DT are introduced in Table 1.

The tree growth is controlled by the parameters 1imit, inters, and p. The 1imit parameter is the
maximum number N of nodes per level. When this number is exceeded in the construction of the tree,
those nodes whose estimates of the ability level are at a distance less than a threshold (Ap — Ayy)/N
are joined, being Ay and Ay the lower and upper bounds of an interval with probability p according to
the prior density function of the ability level. Finally, inters is the minimum value that must exceed
the intersection between the density functions of two nodes to join when the maximum number N of
nodes per level has not been reached. This intersection is obtained using the methodology defined in
Cha (2007).

Finally, the CAT_DT function returns a list with the input parameters introduced by the user and
the elements described in Table 2.

cat.dt usage example

Firstly, it is shown how to build a CAT using the main function CAT_DT. To do this, the item bank
from the data frame itemBank included in the package is used. Given the nature of these items, the
probabilistic model used is the GRM. Also, the item selection criterion adopted is the MEPYV, the
exposure rate is set at 0.3, the length of the test at 10 items, and the prior distribution of the ability
level at an N(0,1), leaving the rest of the parameters at their default values. The function call is made
as follows:

example_cat <- CAT_DT(bank = itemBank, model = "GRM", crit = "MEPV", C = 0.3,
stop = ¢(10,0), limit = 200, inters = 0.98, p = 0.9, dens = dnorm, @, 1)

Among the values returned by this function, the list nodes contains all the nodes that conform the
DT in which the CAT is structured. These nodes are grouped by levels. As an example, if we access
the first node of the third level,

example_cat$nodes[[3]11[[1]1]

we obtain
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Item bank. It must be a data frame in which each row represents an item and each
column one of its parameters. If the model is GRM, the first column must be the
bank discrimination parameter and the remaining columns are the difficulty (or location)
parameters (Samejima, 1969). If the model is NRM, the odd columns must be the slope
parameters and the even columns the intercept parameters. (Bock, 1972).
model | CAT probabilistic model. Options: “GRM” (default) and “NRM”.
crit Item selection criterion. Options: “MEPV” for the Minimum Expected Posterior Variance
(default) or “MFI” for the Maximum Fisher Information.
Expected fraction C of participants administered with each item (exposure rate). It can
c be a vector with as many elements as items in the bank or a positive number if all the
items have the same rate. Default: C = 0.3.
Vector of two components that represent the CAT stopping criteria. The first component
sto represents the maximum level L of the DT and the second represents the threshold for
P the Standard Error (SE) of the ability level (Bock and Mislevy, 1982) (if 0, this second
criterion is not applied). Default: stop = ¢(6,0).
Limit Maximum number N of nodes per level (max. N = 10000). This is the main parameter
that controls the tree growth. It must be a natural number. Default: 1imit = 20e.
Minimum intersection of the density functions of two nodes to be joined. It must be
inters | a number between 0 and 1. If the user wants to avoid using this criteria, inters = @
should be specified. Default: inters = 0.98.
Prior probability of the interval whose limits determine a threshold for the distance
P between estimations of nodes to join. Default: p = 0.9.
dens Prior density function of the ability level. It must be an R function: dnorm, dunif, etc.
Parameters to dens.
Table 1: Main function parameters.
$° 1D
[1] 30001
$item
[1] 22
$item_prev
[17 18 11
$est
[1]1 -1.10257
$SE

[1] 0.8071584

$ID_sons
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nodes

List with a maximum of L + 1 elements (levels). Each level contains a list of the nodes
of the corresponding level. Note that the first level will contain more than one root node
if C < 1. In this case, each examinee would start the test for one of them at random. The
nodes of the additional level L 4- 1 only include the estimation and distribution of the
ability level given the responses to the items of the final level L. Note that the nodes
list can have less than L + 1 elements if the SE stopping criterion is satisfied for all the
nodes from a previous level.

C_left

Residual exposure rate of each item after the CAT construction.

predict

Function that returns the estimated ability level of an examinee after each response and
a Bayesian credible interval of the final estimation given their responses to the items
from the item bank. These responses must be entered by the user as a numeric vector
input. In addition, it returns a vector with the items that have been administered to the
examinee. This is the function CAT_ability_est of the package.

predict_group

Function that returns a list whose elements are the returned values of the
function predict for every examinee from the group. This is the function
CAT_ability_est_group of the package.

Table 2: Main function output.

ID_son Response Probability

1 40001
2 40002
3 40003
$D

[1] 0.03331851

$as_val
[1] ©0.5396903

1 1
2 1
3 1

This list contains, among others, information about: i) ID, the node identifier; ii) item, the item
assigned to the node; iii) item_prev, the items previously administered to the examinee that reaches
the node; iv) est, the estimation of the ability level after their responses to these items, v) SE, the SE
associated to that estimation. Finally, the data frame ID_sons contains the ID of each child node, the
response that leads to it, and the probability of, given that response, accessing that child node.

A description of the tree can be obtained using the R function summary. This function provides: i)
The number of levels; ii) The number of nodes per level; iii) The probabilistic model used; iv) The item
selection criterion used; v) The residual exposure rate of every item and vi) The percentage of items
used to build the test. In order to summarize the tree, we enter

summary (example_

to obtain

cat)

Number of tree levels: 10

Number of nodes
Number of nodes
Number of nodes
Number of nodes
Number of nodes
Number of nodes
Number of nodes
Number of nodes
Number of nodes
Number of nodes

in level 1 : 4

in level 2 : 14
in level 3 : 39
in level 4 : 99
in level 5 : 101
in level 6 : 124
in level 7 : 141
in level 8 : 158
in level 9 : 165
in level 10 : 177
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Psychometric probabilistic model: GRM

Item selection criterion: MEPV

Item exposure:

item 1 : 0.000 item 2 : 0.0768 item 3 : 0.000 item 4 : 0.1704
item 5 : 0.1532 item 6 : 0.000 item 7 : 0.300 item 8 : 0.000
item 9 : 0.000 item 10 : 0.000 item 11 : ©0.300 item 12 : 0.000

item 13 : 0.000 item 14 : 0.000 item 15 : 0.2508 item 16 : 0.000
item 17 : 0.000 item 18 : 0.300 item 19 : 0.2113 item 20 : 0.255
item 21 : 0.2314 item 22 : 0.2565 item 23 : 0.000 item 24 : 0.000
item 25 : 0.0532 item 26 : 0.000 item 27 : 0.000 item 28 : 0.000
item 29 : 0.000 item 30 : 0.0855 item 31 : ©.300 item 32 : 0.000
item 33 : 0.0107 item 34 : 0.000 item 35 : 0.000 item 36 : 0.0127
item 37 : 0.000 item 38 : 0.000 item 39 : 0.2467 item 40 : 0.0902
item 41 : 0.000 item 42 : 0.000 item 43 : 0.2611 item 44 : 0.300
item 45 : 0.000 item 46 : 0.000 item 47 : 0.300 item 48 : 0.0885
item 49 : 0.000 item 50 : 0.300 item 51 : 0.1192 item 52 : 0.000
item 53 : 0.0166 item 54 : 0.000 item 55 : ©.300 item 56 : 0.300
item 57 : 0.000 item 58 : 0.000 item 59 : 0.2233 item 60 : 0.000
item 61 : 0.300 item 62 : 0.000 item 63 : 0.2583 item 64 : 0.0839
item 65 : 0.000 item 66 : 0.0367 item 67 : 0.000 item 68 : 0.300
item 69 : 0.300 item 70 : 0.300 item 71 : 0.1213 item 72 : 0.000
item 73 : 0.1803 item 74 : 0.000 item 75 : 0.000 item 76 : 0.000
item 77 : 0.000 item 78 : 0.000 item 79 : 0.0153 item 80 : 0.000
item 81 : 0.000 item 82 : 0.000 item 83 : 0.300 item 84 : 0.000
item 85 : 0.2125 item 86 : 0.1251 item 87 : 0.1741 item 88 : 0.000
item 89 : 0.0253 item 90 : 0.300 item 91 : 0.000 item 92 : 0.300
item 93 : 0.2539 item 94 : 0.300 item 95 : 0.300 item 96 : 0.300
item 97 : 0.000 item 98 : 0.000 item 99 : 0.000 item 100 : 0.000

Percentage of items used: 49 %

In addition, the tree created can be visualized by means of the function plot_tree. This function
takes as input arguments: i) The tree created; ii) The number of levels to plot, iii) The index of the root
node to start the test. For example, by introducing

plot_tree(example_cat, levels = 3, tree = 3)

we obtain the following plot

61

/ Response

1
— 2
3

Figure 2: Tree visualization.

Once the CAT has been created, the ability level of an examinee is estimated using the predict
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function. The cat.dt package includes as an example the matrix itemRes, which contains the responses
of 30 examinees to the 100 items of the bank itemBank. For instance, to calculate the estimate of the
fifth examinee (a seed is needed to obtain the same result due to probabilistic node access) we use

set.seed(0Q)
predict(example_cat, itemRes[5, 1)

We obtain

$~estimation™

[1] 0.7649071 0.3114948 0.4320018 0.6780359 0.4762673 0.7993720 0.7504451 0.5928716
[9] 0.7041479 ©.6217778

$11low
[1] -0.325

$1upp
[1] 1.565

$items
[1] 70 83 95 55 4 39 7 51 96 73

$graphics

This output list contains: i) The vector estimation, which includes the estimated ability level after
each response; ii) The lower 11low and upper lupp bounds of a Bayesian credible interval at 95% of
the final estimation of the examinee’s ability level; iii) The vector items, which contains the items that
have been administered to the examinee in the CAT, iv) The object graphics, which represents the
evolution of the ability level estimation automatically as shown in 3.

Evolution of the ability level estimation

item 39
0.8- item 70 I'“ < j.tem 7
! 1 e .
b . ! 3 item 96
c \ item 55 ! \ ]
o \ ] ! \ ,/ \}
IS i \ ! o ’ iteam 73
= / Ei ! it 51 » Response
% 0.6- \‘ ,l \\ II s 1
—_ \
[0) \ U N e 2
3 0 ) itern 4
= v item,95 8
a \ »
< 0.4- T
LoV
item 83
‘l
1 > 3 4 5 & 7 8 9 10

Number of administered items

Figure 3: Evolution of the ability level estimation.

This plot represents the estimation of the ability level after responding to each administered
item. For example, giving response 3 to item 70 results in an estimate of approximately § = 0.76.
Then, after giving response 1 to item 83, the estimate decreases to approximately §# = 0.31, and
so on. Note that the value of the response influences whether the estimate decreases or increases.
Alternatively to the predict function, it can be entered CAT_ability_est(example_cat,itemRes[5,])
or example_cat$predict (itemRes[5,]).

Finally, these results can be obtained for a whole group of examinees also by calling the function
predict. In this case, this function returns a list whose elements are the outputs as if it was called for
every examinee. Once it is stored in a variable in the following way,

est_group <- predict(example_cat, itemRes)
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the estimation information is available for every examinee. For instance, to know the items adminis-
tered to the second examinee, the following must be introduced:

est_group[[2]]$items
Obtaining;:
[1] 61 92 95 55 50 59 85 63 19 69

Alternatively to the predict function, it can be introduced example_cat$predict_group(itemRes) or
CAT_ability_est_group(example_cat,itemRes).

A similar example can be found in the tutorial vignette included in the package.

Computational features

Before ending this section, we detail the computational features that accelerate the construction of the
tree and reduce memory space.

* Message passing: The calculation of the posterior density function (equation 4) is necessary to
obtain the estimation of the ability level (equation 3), the selection of the next item according to
the MEPV criterion (equation 6), and the Bayesian credible interval of the final estimation. Such
calculation would involve the multiplication of M terms for each node of the corresponding
level. However, since the multiplication of the first M — 1 terms is done to obtain the density
function of the parent node, this information is stored by the cat.dt package and passed to the
child node, in which only the last term is multiplied.

¢ Joining nodes: the cat.dt package joins those nodes whose estimations and/or posterior density
functions meet the similarity criteria determined by the parameters 1imit, inters, and p. These
unions control tree growth, which significantly accelerates tree creation and reduces the amount
of memory space without losing precision in the estimations.

* Riemann integration and probability pre-calculation: The integrals required in the equations
3,4, and 6 are approximated numerically by Riemann integration. To do this, a set of ability
levels {6, ..., 04000} is considered, where 0; = —10 + j/200, covering the interval (—10,10).
The Riemann integration in equation 6 requires the previous calculation of Py (0;, 7r;) for each
item i, possible answer k, and ability level Gj. Because of this, these probabilities are calculated
and stored before the creation of the tree and then used in equations 4, 5, and 6. This avoids
repeating unnecessary calculations and accelerates the creation of the CAT.

Performance assessment

In this section, the performance of the cat.dt package is compared to that of the catR package. Ability
level estimates and computational times of both packages have been studied for nine different sim-
ulation scenarios. In each scenario, a CAT is constructed from an item bank (composed of 100, 200,
or 500 items), which is administered to a group of examinees (1000, 2000, or 5000 examinees). The
database for each scenario can be found online  in the format [number of items]_items_[number of
examinees]_examinees.RData.

Similar to the example of the previous section, the probabilistic model used is GRM, the criteria
for selecting items is MEPYV, the length of the test is ten items per participant (the SE threshold is set
at 0), and the prior distribution of the ability level is N (0, 1). However, unlike the aforementioned
example, there is no item exposure control (C = 1) since the implementation differs in both packages:
the cat.dt package builds the CAT before administration and the catR package during administration.

All the simulations for both packages were run in an HP Z230 Tower Workstation with an Intel(R)
Core(TM) i7-4770 CPU @ 3.40GHz, with 32 GB of RAM, running Debian GNU/Linux 10, R 3.5.2.

Figure 4 illustrates the MSE of the ability level estimates after each response of the examinees,
obtained by both packages in each scenario. It is observed that the estimates after each response are
equally accurate, indicating that the performance of both packages is very similar.

On the other hand, Table 3 displays the time employed by each package in the computations for
the creation of the CAT and the evaluation of those examined in each scenario. It can be seen that
the cat.dt package is barely affected by the number of examinees since the CAT is created before it is
administered to the participants. However, the catR package creates a CAT for each examinee, so the
computational time is proportional to the number of participants. This causes catR package to take
several days in total for the creation and administration of the CAT, whereas package cat.dt takes a
few minutes, being this difference larger the higher the number of examinees.

2https://github.com/jlaria/cat.dt-performance-assessment
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Figure 4: MSE of ability trait estimates.

100 items 200 items 500 items
cat.dt catR cat.dt catR cat.dt catR
£ 1000 9394 s 4023 h | 263.04s 81.04h | 608.71s 206.61h
g 2000 160.67s 7855h | 314.88s 16222h | 63554s 413.82h
¥ 5000 160.14s 19698h | 264.50s 406.79h | 675.42s 1033.65h
Table 3: CAT creation and evaluation times.
Summary

This article has introduced the cat.dt package oriented to the creation of CATs structured in DTs, their
visualization, and the estimation of the ability levels of the examinees. Unlike the existing packages,
the cat.dt package creates the test before being administered to the examinees, so its performance is
independent of the number of participants. For this reason, it is ideal for application to large groups,
taking a few minutes to create and administer the test. Besides, it has been shown that the cat.dt
package obtains ability level estimates as accurate as those obtained by the catR package, which is
widely used in the field of CATs.
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A GUlIded tour of Bayesian regression

by Andrés Ramirez—Hassan and Mateo Graciano-Londofio

Abstract This paper presents a Graphical User Interface (GUI) to carry out a Bayesian regression
analysis in a very friendly environment without any programming skills (drag and drop). This paper
is designed for teaching and applied purposes at an introductory level. Our GUI is based on an
interactive web application using shiny and libraries from R. We carry out some applications to
highlight the potential of our GUI for applied researchers and practitioners. In addition, the Help
option in the main tap panel has an extended version of this paper, where we present the basic theory
underlying all regression models that we developed in our GUI and more applications associated with
each model.

Introduction

The main objective of this paper is to present an open source teaching Graphical User Interface (GUI)
to implement Bayesian regression analysis using cross-sectional and longitudinal data.' We present a
tutorial for implementing these models in our GUI and some applications. The Help option in the
main tap panel exhibits an extended version of this paper where users can find more applications and
the basic theoretical foundations of each model in our GUI. Therefore, practitioners and researchers
can apply Bayesian regression analysis to understand its theoretical foundation without requiring
programming skills. The latter seems to be a significant impediment to increasing the use of the
Bayesian framework (Woodward, 2005; Karabatsos, 2016).

Table 1 shows the available graphical user interfaces for carrying out Bayesian regression analysis.
shinystan (Stan Development Team, 2017) is a very flexible open source program, but users are
required to have some programming skills. BugsXLA (Woodward, 2005) is open source but less
flexible. However, users do not need to have programming skills. Bayesian regression: Nonparametric
and parametric models (Karabatsos, 2016) is a very flexible and friendly GUI that is based on MATLAB
Compiler for a 64-bit Windows computer. Its focus is on Bayesian nonparametric regressions, and
it can be thought of for users who have mastered basic parametric models, such as the ones that we
show in our GUIL On the other hand, MATLAB toolkit, Stata, and BayES are not open source.

We developed our GUI based on an interactive web application using shiny (Chang, 2018) and
some libraries in R (R Core Team, 2018). The specific libraries and commands that are used in our
GUI can be seen in Table 2. It has nine univariate models, four multivariate, three hierarchical
longitudinal, Bayesian bootstrap, and six Bayesian model averaging frameworks. In addition, it gives
basic summaries and diagnostics of the posterior chains, as well as the posterior chains themselves, and
different plots, such as trace, autocorrelation, and densities. In terms of its flexibility and possibilities,
our GUI lies between ShinyStan and BugsXLA: users are not required to have any programming
skills, but it is not as advanced as Karabatsos (2016)’s software. However, our GUI can be run in any
operating system. Our GUI, which we call BEsmarter,” is freely available at https://github.com/
besmarter/BSTApp. Thus, users have access to all our code and datasets.

After this brief introduction, we present our GUI and how to use it in Section Using BEsmarter.
Section Applications presents some empirical examples to illustrate the potential use of our GUL
Lastly, Section Concluding remarks presents some conclusions and future developments.

Using BEsmarter

Simulated and applied datasets are in the folders DataSim (see Table 3 for details) and DataApp (see
Table 4 for details), respectively. The former folder also includes the files that were used to simulate
different processes so that the population parameters are available, and as a consequence, these files
can be used as a pedagogical tool to show some statistical properties of the inferential frameworks
available in our GUL The latter folder contains the datasets used in our applications in Section
Applications. Users should use these datasets as templates as a guide to the structure of their own
datasets. Simply type shiny:runGitHub("besmarter/BSTApp", launch.browser=T) in the R package

IWe used instrumental variables to identify causal effects when there are endogeneity issues in linear regression.
This is a very common approach among econometricians in this situation. Otherwise, all regression approaches
presented here are well known by statisticians.

2Bayesian econometrics: Simulations, models and applications to research, teaching, and encoding with
responsibility.
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console or any R code editor to run our GUL?

After this, users can see a new window where a presentation of our research team is displayed. In
addition, the top panel in Figure 1 shows the class of models that can be estimated in our GUIL

BEsmarter is 2 team of friends from Universidad EAFIT
BEsmarter research, leaching and encoding of Baye

(Medellin, Colombia) that promoles
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pwiork i simultaneously unif

Bayesian Econometrics: e gt vt ol P
vility theery under a single philosophically

simulations, models and
applications to research,
teaching and encoding with
responsibility

smarter

VISION

B

MISSION

san .1

Figure 1: BEsmarter GUI

The selection indicates univariate models in that the radio button on the left hand side shows the
specific models inside this generic class. In particular, users can see that the normal model is selected
from inside the class of univariate models. See Figure 2.

Data preview
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Figure 2: Univariate models: Specification

Then, the right-hand side panel displays a widget to upload the input dataset, which should
be a csv file with headers in the first row. Users should also select the kind of separator used in
the input file: comma, semicolon, or tab (use the folders DataSim and DataApp for the input file
templates). Once users upload the dataset, they can see a data preview. Range sliders help to set the
number of iterations of the MCMC and the amount of burn-in, and the thinning parameter can be
selected as well (see online paper in Help tab for technical details). After this, users should specify
the equation. This can be done with the formula builder, where users can select the dependent
and the independent variables, and then click on the "Build formula" tab. Users can see in the
"Main Equation" space the formula expressed in the format used by R (see Main equation box in
Figure 2, y ~ x1 4 x2 + x3). Users can modify this if necessary, for instance, including higher order
or interaction terms. Other transformations are also allowed. This is done directly in the "Main
Equation" space, taking into account that these extra terms should follow formula command structure
(see https:/ /www.rdocumentation.org/packages/stats/versions/3.6.2/topics/formula). Note that
the class of univariate models includes the intercept by default, except ordered probit, where the
specification has to do this explicitly. That is, ordered probit models do not admit an intercept for
identification issues. Hence, users should write down specifically this fact (y ~ x1 4+ x2 +x3 —1).
Finally, users should define the hyperparameters of the prior. For instance, in the normal-inverse
gamma model, these are the mean, covariance, shape, and scale (see Figure 3). However, users should
take into account that our GUI has "non-informative” hyperparameters by default in all our modeling
frameworks, so the last part is not a requirement.

3We strongly recommend to type this directly, rather than copy and paste. This is due to an issue with the
quotation mark.
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Figure 3: Univariate models: Results

After this specification process, users should click the Go! button to initiate the estimation. Our
GUI displays the summary statistics and convergence diagnostics after this process is finished (see
Figure 3). There are also widgets to download posterior chains (csv file) and graphs (pdf and eps files).
Note that the order of the coefficients in the results (summary, posterior chains, and graphs) is first for
the location parameters and then for the scale parameters.

Multinomial models (probit and logit) require a dataset file to have the dependent variable in
the first column, then alternative specific regressors (for instance, alternatives’” prices), and finally,
non-alternative regressors (for instance, income). The formula builder specifies the dependent variable
and independent variables that are alternative specific and non-alternative specific. The specification
also requires defining the base category, number of alternatives (this is also required in ordered probit),
number of alternative specific regressors, and number of non-alternative regressors (see Figure 4).
Multinomial logit also allows defining a tuning parameter, the number of degrees of freedom, in this
case, for the Metropolis—-Hastings algorithm (see online paper in Help tab for technical details). This is
a feature in our GUI when the estimation of the models is based on the Metropolis-Hastings algorithm.
The order of the coefficients in the results of these models is, first, the intercepts (cte; appearing in the
summary display, [-th alternative), then the non-alternative specific regressors (NAS;; appearing in
the summary display, [-th alternative and j-th non-alternative regressor), and lastly, the coefficients
for the alternative specific regressors (AS; appearing in the summary display, j-th alternative specific
regressor). Note that the non-alternative specific regressors associated with the base category are equal
to zero (they do not appear in the results). In addition, some coefficients of the main diagonal of the
covariance matrix are constant due to identification issues in multinomial and multivariate probit
models.

Bayesian Econometrics: simulations,
models and applications to research,
teaching and encoding with responsibility
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Figure 4: Univariate models: Multinomial

In the case of the negative binomial model, users should set a dispersion parameter («, see the
negative binomial model). User should also set the censorship points and quantiles in the Tobit and
quantile models, respectively.

Figure 5 displays the multivariate regression setting. In this case, the input file should have first
the dependent variables and then the regressors. If there are intercepts in each equation, there should
be a column of 1’s after the dependent variables in the input file. The user also has to set the number
of dependent variables, the number of regressors, if necessary include the intercept, and the values of
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the hyperparameters (see Figure 5).
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Figure 5: Multivariate models: Simple multivariate

The input file in seemingly unrelated regressions should have first the dependent variables and
then the regressors by equation, including the intercept in each equation if necessary (column of 1’s).
Users should define the number of dependent variables (equations) and the number of total regressors.
That is, the sum of all regressors associated with the equation (if necessary include intercepts, each
intercept is an additional regressor), and the number of regressors by equation (if necessary include
the intercept). Users can also set the values of the hyperparameters if there is prior information.

The results of the simple multivariate and seemingly unrelated regressions show first the posterior
location parameters by equation and then the posterior covariance matrix.

In the instrumental variable setting, users should specify the main equation and the instrumental
equation. This setting includes intercepts by default. The first variable on the right-hand side in the
main equation has to be the variable with endogeneity issues. In the instrumental equation box, the
dependent variable is the variable with endogeneity issues as a function of the instruments. Users
can also specify the values of the hyperparameters if they have prior information. The input file
should have the dependent variable, the endogenous regressor, the instruments, and the exogenous
regressors. The results first list the posterior estimates of the endogenous regressor, then the location
parameters of the auxiliary regression (instrumental equation), and the location parameters of the
exogenous regressors. Last is the posterior covariance matrix.
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Figure 6: Multivariate models: Multivariate probit

The multivariate probit model requires an input dataset ordered by unit. For instance, three
choices imply repeating each unit three times. The first column has to be the identification of each
unit; users should use ordered integers, then the dependent variable, just one vector, composed of 0s
and 1’s, then the regressors, which should include a column of 1’s for the intercepts. Users should set
the number of units, the number of regressors, and the number of choices (see Figure 6). The results
first display the posterior location parameters by equation, and then the posterior covariance matrix.

The input files for hierarchical longitudinal models should have first the dependent variable,
then the regressors, and a cross-sectional identifier (i = 1,2,...,m). It is not a requirement to have a
balanced dataset: 1; can be different for each i. Users should specify the fixed part equation and the
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random part equation, both in R format. In case of only requiring random intercepts, do not introduce
anything in the latter part (see Figure 7). Users should also type the name of the cross-sectional
identifier variable. The results displayed and the posterior graphs are associated with the fixed effects
and covariance matrix. However, users can download the posterior chains of all posterior estimates:
fixed and random effects and covariance matrix.
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Figure 7: Hierarchical longitudinal models: Specification

Bayesian bootstrap only requires uploading a dataset, specifying the number of iterations of the
MCMC, the resampling size, and the equation (see Figure 8). The input file has the same structure as
the file used in the univariate normal model.
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Figure 8: Bayesian bootstrap: Specification

Bayesian model averaging based on a Gaussian distribution can be carried out using the Bayesian
Information Criterion (BIC) approximation, Markov chain Monte Carlo model composition (MC3), or
instrumental variables (see Figure 9). The former two approaches require an input dataset where the
first column is the dependent variable and then the potentially important regressors. Users should
set the bandwidth model selection parameter (Og) and the number of iterations for BIC and MC3,
respectively. The results include the posterior inclusion probability (p! = 0), the expected value
(EV), and the standard deviation (SD) of the coefficients associated with each regressor. The BIC
framework also displays the most relevant models, including the number of regressors, the coefficient
of determination (R?), the BIC, and the posterior model probability. Users can download two csv files:
Best models and Descriptive statistics coefficients. The former is a 0-1 matrix such that the columns are the
regressors and the rows are the models; a 1 indicates the presence of a specific regressor in a specific
model, 0 otherwise. Note that the last column of this file is the posterior model probability for each
model (row). The latter file shows the posterior inclusion probabilities, expected values, and standard
deviations associated with each regressor, taking into account the BMA procedure based on the best
models.

Bayesian model averaging with endogeneity issues requires two input files. The first one has the
dependent variable in the first column. The next columns are the regressors with endogeneity issues
and then the exogenous regressors. The user should include a column of 1’s if an intercept is required.
The second input file has all the instruments. Users should also introduce the number of regressors
with endogeneity issues (see Figure 10).

The results include the posterior inclusion probabilities and the expected values for each regressor.
The user can find the results of the main equation and the auxiliary equations. Users can download csv
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Figure 9: Bayesian model averaging: Specification and results
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Figure 10: Bayesian model averaging: Instrumental variable specification

files of BMA results for both the second stage (main equation) and the first stage (auxiliary equations).
In addition, users can download the posterior chains of the location parameters of the main equation,
B, 1=1,2,...,dim {B}, the location parameters of the auxiliary equations, ’yj/i,j =1,2,...,dim{Bs},
where dim {B;} is the number of regressors with endogeneity issues, i = 1,2,...,dim {y}, where
dim {+} is the number of regressors in the auxiliary regressors (exogenous regressors + instruments),
and the elements of the covariance matrix oj; (see online paper in Help tab for technical details).

Bayesian model averaging based on BIC approximation for non-linear models, logit, gamma,
and Poisson requires an input dataset. The first column is the dependent variable and the other
columns are the potentially relevant regressors. Users should specify the bandwidth model selection
parameters, which are also referred to as Occam’s window parameters (Og and Or). Our GUI displays
the PIP (p! = 0), the expected value of the posterior coefficients (EV), and the standard deviation (SD).
In addition, users can see the results associated with the models with the highest posterior model
probabilities and download csv files with the results of specifications of the best model, and descriptive
statistics of the posterior coefficients from the BMA procedure. These files are similar to the results of
the BIC approximation of the Gaussian model.

User should also note that sometimes our GUI shuts down. In our experience, this is due to
computational issues using the implicit commands that we call when estimating some models, for
instance, computationally singular systems, missing values where TRUE/FALSE needed, L-BFGS-B
needs finite values of “fn”, NA /NaN/Inf values, or Error in backsolve. Sometimes these issues can be
solved by adjusting the dataset, for instance, avoiding high levels of multicollinearity. In addition,
users can identify these problems by checking the console of their rstudio cloud sections, where the
specific folder/file where the issue happened is specified. In any case, we would appreciate your
feedback to improve and enhance our GUIL
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Applications

The main purpose of this section is to illustrate the potential of our GUI to carry out some applications.
We encourage users to replicate these applications as we do not display in figures most of the results
due to space limitations.” In addition, there are technical aspects that are covered in the online paper
in Help tab of our GUIL

Univariate models

Continuous response: The market value of soccer players in Europe

We use the dataset 1ValueFootballPlayers.csv, which was provided by Serna Rodriguez et al. (2018),
to find the determinants of high-performance soccer players in the five most important national
leagues in Europe.

The specification to enter in the main equation box is

log(Value) ~ Perf + Perf2 + Age + Age2 + NatTeam + Goals + Goals2 + Exp + Exp2 + Assists,

where Value is the market value in Euros (2017), Perf is a measure of performance, Age is the players’
age in years, NatTem is an indicator variable that takes the value of 1 if the player has been on the
national team, Goals is the number of goals scored by the player during his career, Exp is his experience
in years, and Assists is the number of assists made by the player in the 2015-2016 season. All variables
followed by a 2 are squared variables.

We initially assume that there are no censorship problems, the effect of the regressors are the same
through the support of the dependent variable, and the dependent variable obeys normal distribution.
So, we ran a normal-inverse gamma model using 30,000 MCMC iterations plus a burn-in equal to
5,000 and a thinning parameter equal to 1 using the default hyperparameters.

The results suggest that age, squared age, national team, goals, experience, and squared experience
are relevant regressors. For instance, we found that the 2.5% and 97.5% percentiles of the posterior
estimate associated with the variable Goals are 4.57e-03 and 1.82e-02. These values can be used to find
the 95% symmetric credible interval. This means that there is a 0.95 probability that the population
parameter lies in (4.57e-03, 1.82e-02), which would suggest that this variable is relevant to explain the
market value of a soccer player.” We also found that the effect of having been on the national team
has a 95% credible interval equal to (0.58, 1.04) with a median equal to 0.81. That is, an increase of the
market value of the player of 124.8% (exp(0.81) — 1) compared with a player that has not ever been
on a national team. The posterior distribution of this variable can be seen in Figure 11. This graph is
automatically generated by our GUI and can be downloaded in the zip file named Posterior Graphs.csv.
However, we should take into account that the national team is the sixth variable. Remember that by
default, the intercept is the first variable.

A good advantage of the Bayesian framework is that we can easily calculate the posterior distri-
bution of functions of the parameter estimates,for instance, the age that maximizes the market value

of a soccer player, OptAge = — 2’2‘/:?:2 . We can estimate this using the posterior chains that can be

downloaded from our GUI. This is in the file named Posterior chains.csv. We have that the mean value
is equal to 24.31 years, and the 95% symmetric credible interval is (23.28, 25.36).

We can also see some convergence diagnostics from this application. In particular, the Geweke
(1992) test indicates that there is no statistically significant difference at 5% between the first 10%
of the posterior chains and the last 50% of the posterior chains. This is due to the fact that the
absolute values of all the statistical tests are less than 1.96 (the value that defines the critical region in a
normal distribution for a bilateral test at the 5% significance level). The Raftery and Lewis (1992) tests
indicate dependence factors very close to 1 in all cases, and as a consequence ,Jower than 5, which
means a low level of autocorrelation of the posterior draws. Lastly, all the posterior chains passed
the Heidelberger and Welch (1983) test, indicating that it seems that the posterior draws come from
stationary distributions.

Let’s assume that we only have the market value of soccer players whose value is greater than
€1,000,000, which means that approximately 21.5% of our sample is censored. Estimating a normal-
inverse gamma model without taking into account the censoring issue would mean inconsistent
parameter estimates. For instance, we estimated a normal-inverse gamma model having a dependent

4Take into account that as inference in Bayesian models is based on simulation methods, results do not coincide
100%.

SUsers should take into account that formal inference (hypothesis tests) in a Bayesian framework are based on
Bayes factors.
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Figure 11: Posterior distribution: National team

variable log(ValueCens), which is the censored dependent variable, using the same setting as the
baseline framework. We found that age, squared age, national team, goals, and experience are
potentially relevant variables for predicting the market value, but this exercise suggests that squared
experience is not relevant, a variable that was relevant in our previous estimation without censoring
issues. Therefore, we estimated a Tobit model where log(ValueCens) is the dependent variable, which
is left-censored at log(1,000,000) ~ 13.82, with the same MCMC setting and hyperparameters as the
baseline estimation. All convergence diagnostics seem good, and we got the same potentially relevant
variables as in the baseline estimation, except for squared experience.

Now let us check if the marginal effects of the regressors are not constant over the support of the
dependent variable. For instance, we want to check if the marginal effect of goals varies with the
market value of the soccer player. So, we can estimate a Bayesian quantile regression. In particular,
we estimated models at the 0.1, 0.5 (median), and 0.9 quantiles. We found that age, squared age, and
national team are potentially relevant regressors to explain these quantiles. For instance, the age that
maximizes the market value is approximately 24.5 years in all these three quantiles. However, goals
are only relevant when we estimated the median model, which in general has better convergence
diagnostics and narrower credible intervals. Observe that experience is not relevant in quantile
regressions, whereas this variable is relevant in mean regressions.

Lastly, we carried out a Bayesian bootstrap, which means that we did not assume any particular
distribution for the dependent variable. In particular, we set 20,000 iterations with a resample size
equal to 1,000. We used the same specification as in the normal-inverse gamma model.

The results show the posterior mean estimates, the highest posterior density credible intervals
at 95%, and some percentiles that can be used to obtain the 95% symmetric credible interval. It
seems that age, squared age, national team, goals, experience, and squared experience are statistically
significant variables to explain the market value of a soccer player. Observe that these variables were
also relevant in the normal-inverse gamma model. For instance, the highest density and symmetric
credible intervals for the national team are the same (0.61, 1.08). This is also similar to the 95% credible
interval using the normal-inverse gamma model. All convergence statistics seem good, which suggests
that the posterior draws come from stationary distributions.

Binary response: Determinants of hospitalization in Medellin

We use the dataset named 2HealthMed.csv, which was provided by Ramirez Hassan et al. (2013).
Our dependent variable is a binary indicator with a value equal to 1 if an individual was hospitalized
in 2007, and 0 otherwise.
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The equation to enter in the main equation box is

Hosp ~ SHI + Female + Age + Age2 + Est2 + Est3 + Fair + Good + Excellent,

where SHI is a binary variable equal to 1 if the individual is in a subsidized health care program and
0 otherwise, Female is an indicator of gender, Age in years, Age2 is squared age, Est2 and Est3 are
indicators of socio-economic status, the reference is Estl, which is the lowest, and self perception of
health status where bad is the reference.

We ran this application using a logit model with 30,000 MCMC iterations plus a burn-in equal to
10,000, a thinning parameter equal to 5, and a tuning parameter for the Metropolis-Hastings algorithm
equal to 1.01. This implies an effective sample size equal to 6,000. Our results indicate that female
and health status are relevant variables for hospitalization as their 95% credible intervals do not
cross 0. Women have a higher probability of being hospitalized than do men, and people with bad
self-perception of health conditions also have a higher probability of being hospitalized. Observe
that we can use the posterior chains, which can be downloaded from our GUI, to obtain the posterior
distributions of the marginal effects without extra computational burden.

We also carried out this application using the probit model with the baseline setting of the logit
model. We got the same results regarding potentially relevant predictors.” However, the probit
model does not require a tuning parameter in its MCMC algorithm, which in turn generates fewer
autocorrelated chains.

Multivariate models

Continuous responses: The effect of institutions on per capita GDP

To illustrate the potential of our GUI to estimate multivariate models, we used the dataset provided
by Acemoglu et al. (2001), who analyzed the effect of property rights on economic growth.

First of all, we used the dataset 5Institutions.csv to estimate the following set of equations:

log(pcGDP95;) = my + 1 log(Mort;) + 7y Africa 4+ 713 Asia 4 r14Other + eq;, 1)

PAER; = 79 + 71 log(Mort;) + ey;, (2)

where pcGDP95, PAER, and Mort are the per capita GDP in 1995, the average index of protection
against expropriation between 1985 and 1995, and the settler mortality rate during the time of colo-
nization. Africa, Asia, and Other are dummies for continents, with America as the baseline group.

As there are different sets of regressors in each equation, and we suspect there is a correlation
between the stochastic errors of these two equations, we should estimate a seemingly unrelated
regressions (SUR) model.

We should take into account that there are two equations: the first one has five regressors, including
the intercept, and the second equation has two regressors (intercept plus the mortality rate). We used
default values for the hyperparameters. This implies “vague” prior information, and hence an
“objective” Bayesian approach.

We set 10,000 MCMC iterations plus 1,000 burn-in iterations and a thinning parameter equal
to 1. It seems that this setting gives posterior chains that converge to stationary distributions. All
stationary tests do not reject the null hypothesis of “stationarity,” and the mixing properties look good
(dependence factors close to 1, autocorrelation, and trace plots seem to indicate no autocorrelation).

The most important parameters are the effect of the mortality rate on gross domestic product and
property rights. Their 95% credible intervals are (-0.67, -0.29) and (-0.85, -0.35), respectively (second
and seventh parameters). This suggests that the settler mortality rate during the time of colonization
is negatively associated with economic growth and property rights. In addition, the 95% credible
interval of the covariance between the stochastic errors of these two equations is (0.33, 0.88), which
suggests that there is statistically significant evidence of a correlation between the equations.

The previous set of equations can be considered as a restricted reduced form system, where the
coefficients of the continents are set equal to 0 in the property rights equation. We can think in the
following system of structural equations as producing the previous, but unrestricted, reduced form
system,

6Remember that in this model our GUI displays the posterior results according to the order in the equation.
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log(pcGDP95;) = Bo + B1PAER; + ByAfrica + BzAsia + B4Other + uy;, 3)

PAER; = ag + a1 log(pcGDP95;) + a; log(Mort;) + uiy;. (4)

We used the file 4Institutions.csv, which has the structure to estimate multivariate Bayesian regres-
sions using our GUI, to identify the causal effect of property rights on per capita GDP. In particular,
we use the same MCMC and hyperparameters setting as in the previous exercise to obtain the pos-
terior estimates of the reduced system without imposing zero restrictions on the effect of continents
on property rights. The structural parameter f; is equal to 7t /7;.” We used the posterior draws
automatically generated by our GUI to obtain the posterior chain of this structural parameter, which
are the causal effects that Acemoglu et al. (2001) wanted to identify. The 95% credible interval is (0.56,
2.93), the posterior mean value is 1.12, and the median value is 0.98. If we estimate a multivariate
system without taking into account the dummy variables associated with the continents, the causal
effect has a 95% credible interval (0.68, 1.43) with posterior mean and median values equal to 0.94
and 0.97, respectively. Observe that the length of the second interval is shorter than the first. This is
because the dummy variables of the continents are not statistically relevant for the property rights
equation. As a consequence, the former estimation is less efficient.

Observe that we also obtain the posterior draws of the covariance matrix of these two reduced form
equations from our GUI. All the convergence diagnostics indicate that the posterior draws (location
and scale parameters) seem to come from stationary distributions.

Another way to identify the causal effect of property rights on per capita GDP is using instrumental
variables. Therefore, we used the file 6Institutions.csv to estimate Equation 3 using the mortality rate
as an instrument for property rights. The equation to enter in the main equation box is

logpcGDP95 ~ PAER + Africa + Asia + Other,
and the equation to enter in the instrumental equation box is

PAER ~ logMort.

We used 20,000 MCMC iterations plus a burn-in equal to 5,000 and a thinning parameter equal to
5. So, the effective length of the posterior draws is 4,000. Using the default hyperparameters, the 95%
credible interval of the coefficient associated with the endogenous variable, which is the first to be
displayed in our descriptive and diagnostic statistics, is (0.55, 1.21), and the mean value is equal to
0.82. So, this is the effect of property rights on per capita GDP. Our GUI display next the posterior
results associated with the instrumental equation, there we obtained a 95% credible interval equal to
(-0.83, -0.35) for the effect of the mortality rate on the property rights. This suggests that the instrument
is not weak. Then, we obtained the posterior results for the exogenous regressors in the main equation,
which suggests that Africa and Asia dummies variables have negative effects on per capita GDP.
Finally, we got the posterior estimates for the covariance matrix, which suggest that there is a negative
covariance between the GDP equation and PAER equation, the 95% credible interval is (-1.50, -0.26).

All posterior draws seem to come from stationary distributions. However, there are high levels of
autocorrelation in some posterior chains, as suggested by the dependence factors and posterior plots.

Hierarchical longitudinal models

Normal model: The relation between productivity and public investment

We used the dataset named 8PublicCap.csv used by Ramirez Hassan (2017) to analyze the relation
between public investment and gross state product in the setting of a spatial panel dataset consisting
of 48 US states from 1970 to 1986. In particular, the specification to type into the main equation box of
fixed effects is

log(gsp) ~ log(pcap) + log(pc) + log(emp) + unemp,

where gsp in the gross state product, pcap is public capital, and pc is private capital all in US$, emp is
employment (people), and unemp is the unemployment rate in percentage.

7Substituting Equation 4 into Equation 3, and comparing it with Equation 1 yields m; = 7 £ g’;i] . Solving for the

PAER as a function of the exogenous regressors in the structural system, and comparing it with Equation 2 yields
1 = —#—. Observe one needs independent equations (81a1 # 1) and the exclusion restriction (az # 0).
1-p1n
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We left the main equation box of random effects empty as we assumed that the unobserved
heterogeneity is not associated with any particular regressors. This means that we control for the
unobserved heterogeneity using just the constant terms. The variable which identifies the units is id.

We ran this application using 10,000 MCMC iterations plus a burn-in equal to 5,000 iterations and
a thinning parameter equal to 1. We also used the default values for the hyperparameters of the prior
distributions. It seems that all posterior draws come from stationary distributions as suggested by the
diagnostics and posterior plots.

The 95% symmetric credible intervals for public capital, private capital, employment, and unem-
ployment, are (-2.54e-02, -2.06e-02), (2.92e-01, 2.96e-01), (7.62e-01, 7.67e-01), and (-5.47e-03, -5.31e-03),
respectively. The posterior mean elasticity estimate of public capital to gsp is -0.023. That is, an
increase of 1% in public capital means a 0.023% decrease in gross state product. The posterior mean
estimates of private capital and employment elasticities are 0.294 and 0.765, respectively. In addition,
a 1% increase in the unemployment rate means a decrease of 0.54% in gsp. It seems that all these
variables are statistically relevant. In addition, the posterior mean estimates of the variance associated
with the unobserved heterogeneity and stochastic errors are 1.06e-01 and 1.45e-03. We obtained the
posterior chain of the proportion of the variance associated with the unobserved heterogeneity (see
Figure 12). The 95% symmetric credible interval is (0.98, 0.99) for this proportion. That is, unobserved
heterogeneity is very important to explain the total variability.
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Figure 12: Posterior distribution: Proportion of variance associated with unobserved heterogeneity

Bayesian model averaging

Continuous response: Determinants of export diversification

We used the dataset provided by Jetter and Ramirez Hassan (2015) to analyze the determinants of
export diversification. The dataset named 10ExportDiversificationHHI.csv contains information about
36 potential determinants of export diversification measured using the Herfindahl-Hirschman Index
(avghhi) for 104 countries (see Jetter and Ramirez Hassan (2015) for details). This setting implies 68.7
billion models (239).

We implemented three Bayesian Model Average (BMA) strategies: Bayesian Information Criterion
approximation (BIC), Markov chain Monte Carlo model composition (MC?), and instrumental variable
(IVBMA). The former takes into account possible endogeneity between export diversification and
gross domestic product.

Regarding BMA using the BIC approximation, we set 50 (default value) for OR. This parameter
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defines the number of best models to take into account in our BMA strategy. We obtained a table where
we can see the posterior inclusion probability (PIP), expected value, standard deviation, and posterior
mean estimates associated with the best models for each variable. The best models are defined using
posterior model probabilities, which appear at the bottom of the table, where we also see the number
of variables associated with each model as well as the coefficients of determination and BIC values.
Our GUI also produces two csv files. The first one is Best Models.csv, where we have by row the best
models and the variables by columns, a 1 indicates the presence of the specific variable in the model’s
specification, and a 0 its absence. The last column in this file is the posterior model probability. The
second one is Descriptive Statistics.csv, where we see the posterior inclusion probability, expected value,
and standard deviation of each variable.

Following Kass and Raftery (1995)’s suggestions, we found that there is very strong evidence that
being a former colony of Portugal, the total net primary enrollment and the total natural resources
rents as a percentage of GDP are determinants of export diversification. Their expected values are 0.15,
-0.006 and 0.008, respectively, which means that there are negative effects of having been a colony of
Portugal and of having natural resources on export diversification. Recall that higher values of HHI
indicate less diversification.

We also ran this application using the MC3 strategy with 10,000 MCMC iterations. We got results
similar to those with the BIC approximation.

We estimated an instrumental variable BMA to take into account possible endogeneity between
export diversification and GDP using 20,000 MCMC iterations plus a burn-in equal to 5,000, where
there is one endogenous variable (GDP). In particular, we used the files 11ExportDiversificationHHI.csv
and 12ExportDiversificationHHIInstr.csv. The first file has the dependent variable in the first column
(avhhhi) followed by the endogenous variable (avglgdpcap), the constant term (a column of 1’s), and
exogenous regressors. The second file has the instrumental variables, which are geographical, cultural,
and colonial factors.

Our GUI first displays the outcomes of the second stage equation (main equation) and then the first
stage equation (instrumental equation). We can download three csv files: BMA Results First Stage.csv,
BMA Results Second Stage.csv, and Posterior chains.csv. The first two files have the same structure:
posterior inclusion probabilities and expected values. We can see from these files that educational
levels and governance performance are the most important variables to foster gross domestic product
(PIP=100), primary enrollment fosters export diversification (PIP=79.5), whereas natural resources
discourage it (PIP=97.1). The latter file has the posterior draws where the name beta is associated
with the variables in the main equation (second stage), and gamma is associated with the instrumental
variable equation (first stage). Lastly, we have the posterior draws of the covariance matrix of the
stochastic errors in the first and second-stage equations. We have a 95% symmetric credible interval
equal to (-0.014, 0.024), suggesting that there are no endogeneity issues.

Concluding remarks

The Bayesian statistical framework has become very popular among scientists since the computational
revolution in the 1990s. In particular, computationally burdensome procedures such as Markov chain
Monte Carlo algorithms can be easily implemented nowadays. However, most of the open source
software to apply these procedures requires programming skills. This may be one reason why the
Bayesian framework is not very popular among applied researchers and practitioners. In this paper,
we introduced a graphical user interface to implement Bayesian regression analysis under different
frameworks, explaining the basic theory so that users can understand the basic principles of Bayesian
statistics and apply them easily. Our objective has been to increase the popularity of the Bayesian
statistical framework among applied researchers and practitioners.
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Name

Language

Models

Open source

ShinyStan

R+Stan

MCMC Implementation™

Yes

Bayesian regression: NP&I

MATLAB Compiler

Bayesian infinite-mixture regression
Bayesian normal regression
Hierarchical linear regression
Binary regression

Ordered regression

Censoring regression

Quantile regression

Survival regression

Density estimation

Variable selection (spike-and-slab)

Yes

BugsXLA

OpenBUGS + Excel

Normal linear models

GLM: Binomial

GLM: Poisson

GLM: Survival

GLM: Multivariate categorical data
Normal linear mixed

Generalized linear mixed

Bayesian variable selection

Robust models

Yes

MATLAB toolkit: E&E

MATLAB

Linear Regression

Regression with non-spherical errors
Regime switch regression

Regression with restricted parameters
Seemingly unrelated regression (SUR)
Vector AutoRegression (VAR)
Instrumental variable

Probit and logit

Tobit Model

Panel Data Analysis

Stochastic search variable selection
Highest posterior density (HPD) region
Marginal likelihood of linear regression

Stata

Stata

MCMC implementation™

BayES

C++

Simple linear model
Randome-effects
Random-coefficients

Stochastic frontiers
Inefficiency-effects

Random-effects stochastic frontiers
Dynamic stochastic frontier

Probit and logit

Randome-effects probit and logit
Multinomial probit and logit
Ordered probit and logit

Poisson and negative-binomial
Type I Tobit

Type II Tobit

Seemingly unrelated regressions (SUR)
Vector Autoregressive (VAR)

*User should define prior and likelihood.

*Toolkit on econometrics and economics teaching.

Table 1: Graphical user interfaces to perform Bayesian regression analysis.
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Univariate models

Model Library Command Reference
Normal MCMCpack | MCMCregress Martin et al. (2018)
Logit MCMCpack MCMClogit Martin et al. (2018)
Probit bayesm rbprobitGibbs Rossi (2017)
Multinomial(Mixed) Probit bayesm rmnpGibbs Rossi (2017)
Multinomial(Mixed) Logit bayesm rmnlIndepMetrop Rossi (2017)
Ordered Probit bayesm rordprobitGibbs Rossi (2017)
Negative Binomial(Poisson) bayesm rnegbinRw Rossi (2017)
Tobit MCMCpack MCMCtobit Martin et al. (2018)
Quantile MCMCpack | MCMCquantreg Martin et al. (2018)

Multivariate models

Model Library Command Reference
Multivariate bayesm rmultireg Rossi (2017)
Seemingly Unrelated Regression bayesm rsurGibbs Rossi (2017)
Instrumental Variable bayesm rivGibbs Rossi (2017)
Bivariate Probit bayesm rmvpGibbs Rossi (2017)

Hierarchical longitudinal models

Model Library Command Reference
Normal MCMCpack | MCMChregress Martin et al. (2018)
Logit MCMCpack MCMChlogit Martin et al. (2018)
Poisson MCMCpack | MCMChpoisson Martin et al. (2018)

Bayesian Bootstrap

Model Library | Command Reference

Bayesian bootstrap bayesboot | bayesboot Baath (2018)
Bayesian model averaging

Model Library Command Reference
Normal (BIC) BMA bic.glm Raftery et al. (2012)
Normal (MC?) BMA MC3.REG Raftery et al. (2012)
Normal (instrumental variables) ivbma ivbma Lenkoski et al. (2013)
Logit (BIC) BMA bic.glm Raftery et al. (2012)
Gamma (BIC) BMA bic.glm Raftery et al. (2012)
Poisson (BIC) BMA bic.glm Raftery et al. (2012)

Diagnostics
Diagnostic Library Command Reference

Trace plot coda traceplot Plummer et al. (2016)
Autocorrelation plot coda autocorr.plot Plummer et al. (2016)
Geweke test coda geweke.diag Plummer et al. (2016)
Raftery & Lewis test coda raftery.diag Plummer et al. (2016)
Heidelberger & Welch test coda heidel.diag Plummer et al. (2016)

Table 2: Libraries and commands in BEsmarter GUI.
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Univariate models

Model

Data set file

Data set simulation

Normal

Logit

Probit

Multinomial(Mixed) Probit
Multinomial(Mixed) Logit

11SimNormalmodel.csv
12SimLogitmodel.csv
13SimProbitmodel.csv
14SimMultProbmodel.csv
15SimMultLogitmodel.csv

11SimNormal.R
12SimLogit
13SimProbit.R
14SimMultinomialProbit.R
15SimMultinomialLogit.R

Ordered Probit 16SimOrderedProbitmodel.csv 16SimOrderedProbit.R
Negative Binomial(Poisson) 17S5imNegBinmodel.csv 175imNegBin.R
Tobit 18SimTobitmodel.csv 18SimTobit.R
Quantile 19SimQuantilemodel.csv 19SimQuantile.R
Multivariate models

Model Data set file Data set simulation
Multivariate 21SimMultivariate.csv 21SimMultReg.R
Seemingly Unrelated Regression 225imSUR.csv 225imSUR.R
Instrumental Variable 23SimlV.csv 23SimIV.R
Bivariate Probit 24SimMultProbit.csv 24SimMultProbit.R

Hierarchical longitudinal models

Model Data set file Data set simulation
Normal 31SimLogitudinalNormal.csv | 31SimLogitudinalNormal.R
Logit 325imLogitudinalLogit.csv 32SimLogitudinalLogit.R
Poisson 33SimLogitudinalPoisson.csv | 33SimLogitudinalPoisson.R

Bayesian Bootstrap

Model Data set file Data set simulation

Bayesian bootstrap 41SimBootstrapmodel.csv |  41SimBootstrapmodel.R
Bayesian model averaging

Model Data set file Data set simulation
Normal (BIC) 511SimNormalBMA..csv 511SimNormalBMA.R
Normal (MC?) 512SimNormalBMA.csv 512SimNormalBMA.R

. . 513SimNormalBMAivYXW.csv . .

Normal (instrumental variables) 513SimNormalBMAivZ.csv 513SimNormalBMAiv.R
Logit (BIC) 52SimLogitBMA.csv 525imLogitBMA.R
Gamma (BIC) 53SimGammaBMA.csv 53SimGammaBMA.R
Poisson (BIC) 53SimPoissonBMA.csv 53SimPoissonBMA.R

Table 3: Data sets templates in folder DataSim.
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Univariate models

Model Data set file Dependent variable
Normal 1ValueFootballPlayers.csv log(Value)
Logit 2HealthMed.csv Hosp
Probit 2HealthMed.csv Hosp
Multinomial(Mixed) Probit Fishing.csv mode
Multinomial(Mixed) Logit Fishing.csv mode
Ordered Probit 2HealthMed.csv MedVisPrevOr
Negative Binomial(Poisson) 2HealthMed.csv MedVisPrev
Tobit 1ValueFootballPlayers.csv log(ValueCens)
Quantile 1ValueFootballPlayers.csv log(Value)

Multivariate models

Model Data set file Dependent variable
Multivariate 4Institutions.csv logpcGDP95 and PAER
Seemingly Unrelated Regression SInstitutions.csv logpcGDP95 and PAER
Instrumental Variable 6Institutions.csv logpcGDP95 and PAER
Bivariate Probit 7HealthMed.csv y = [Hosp SHIJ/

Hierarchical longitudinal models

Model Data set file Dependent variable
Normal 8PublicCap.csv log(gsp)
Logit 9VisitDoc.csv DocVis
Poisson 9VisitDoc.csv DocNum

Bayesian Bootstrap

Model Data set file Dependent variable

Bayesian bootstrap 1ValueFootballPlayers.csv log(Value)
Bayesian model averaging

Model Data set file Dependent variable
Normal (BIC) 10ExportDiversificationHHI.csv avghhi
Normal (MC?) 10ExportDiversificationHHI.csv avghhi
Normal (instrumental variables) 1 2}131(1;);1;fgt?;::gég;iiﬁlilﬁsiiZSV avghhi and avglgdpcap
Logit (BIC) 13InternetMed.csv internet
Gamma (BIC) 14ValueFootballPlayers.csv Ln market value
Poisson (BIC) 15Fertile2.csv ceb

Table 4: Real data sets in folder DataApp.
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StratigrapheR: Concepts for Litholog
Generation in R

by Sébastien Wouters, Anne-Christine Da Silva, Frédéric Boulvain and Xavier Devleeschouwer

Abstract The StratigrapheR package proposes new concepts for the generation of lithological logs,
or lithologs, in R. The generation of lithologs in a scripting environment opens new opportunities
for the processing and analysis of stratified geological data. Among the new concepts presented:
new plotting and data processing methodologies, new general R functions, and computer-oriented
data conventions are provided. The package structure allows for these new concepts to be further
improved, which can be done independently by any R user. The current limitations of the package are
highlighted, along with the limitations in R for geological data processing, to help identify the best
paths for improvements.

Introduction

StratigrapheR is a package implemented in the open-source programming environment R. Stratig-
rapheR endeavors to explore new concepts to process stratified geological data. These concepts are
provided to answer a major difficulty posed by such data; namely a large amount of field observations
of varied nature, sometimes localized and small-scale, can carry information on large-scale processes.
Visualizing the relevant observations all at once is therefore difficult. The usual answer to this problem
in successions of stratified rocks is to report observations in a schematic form: the lithological log, or
litholog (e.g., Fig. 1). The litholog is an essential tool in sedimentology and stratigraphy and proves to
be equally invaluable in other fields such as volcanology, igneous petrology, or paleontology. Ideally,
any data contained in a litholog should be available in a reproducible form. Therefore, the challenge
at hand is what we would call "from art to useful data"; how can we best extract and/or process the
information contained in a litholog, designed to be as visually informative as possible (see again Fig. 1).
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Figure 1: Example of a computer-drawn litholog of calcareous rocks, modified from Humblet and
Boulvain (2000) using vector graphics software (e.g., Inkscape, CorelDRAW, or Adobe Illustrator).
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Lithologs can be hand-drawn, computer-drawn, or generated via ad hoc software tools. Drawn
figures can have unlimited precision and personalization. They are, however, time-consuming to
produce and ill-adapted for the extraction of data for further numerical analysis. Moreover, any
modification to drawn lithologs has to be performed manually. Ad hoc software tools such as the
open-source Sedlog program (Zervas et al., 2009) or the SDAR R package (Ortiz et al., 2019) propose a
solution to such short-comings by generating lithologs from geological data provided in a text format.
The most common text format is the American Standard Code for Information Interchange -ASCII-.
ASClII is used for the SedLog data format and for the Log ASCII Standard -LAS- (Heslop et al., 1999).
The latter (LAS) is the data format used by the SDAR package.

A major advantage of ad hoc software tools is that any change in the data can automatically lead to
an update in the display of the litholog. However, ad hoc software tools only permit a certain amount
of personalization. The graphical output of ad hoc software tools, which can be obtained in vector
graphics format (e.g., in the Scalable Vector Graphics [SVG] format), has to be post-processed in vector
graphics software to add elements that are not supported by the data format. In SedLog, for instance,
to add plots next to the litholog (i.e., to visualize quantified analytical values and their relation to the
lithological features) the plots need to be generated separately and then added manually along the
litholog in vector graphics software. SedLog does permit a certain amount of personalization, but only
for the lithological symbology, by giving the user the option of adding self-made symbology (e.g., to
show the position of paleontological or sedimentological features). In the SDAR package, the only
data automatically displayable are Gamma Ray spectrometry values, and the symbology (for lithology,
fossils, etc.) cannot be personalized.

Generally speaking, the graphical style of the lithologs generated by ad hoc software tools is
difficult to personalize entirely. To do so, each functionality has to be modular, which is better done in
a scripting language such as R. Yet, the SDAR package, although coded in R, is not modular. All the
plotting is made using a single function. Any personalization feature would need to be explicitly coded
into that function, which would be a never-ending task. Moreover, ad hoc software tools are difficult
to update and improve. Adding new functionalities or maintaining the software for compatibility with
new operating systems, for example, usually falls on the shoulders of the developers of that software.

The StratigrapheR package is presented here as a new mean to generate lithologs. It provides a
complementary approach to the existing methodologies and circumvents the aforementioned problems.
StratigrapheR is designed not around a specific data format but on general tools able to deal with
different formats. This opens a way of processing the geological data through a scripting language
which has a large potential to evolve. StratigrapheR shows that symbiosis between automation and
personalization is achievable for litholog generation. As it stands, the package does not meet the "from
art to useful data" challenge entirely. However, it is a proof of concept showing that, despite the artistic
nature of lithologs, they can be based on usable digital data, or that conversely, usable data can be
extracted from drawn lithologs.

StratigrapheR is coded in R, which disposes of automated package checks (Wickham, 2015) and is
itself updated regularly. This is one mechanism against the inevitable obsolescence of the functionali-
ties. Similarly, as the StratigrapheR package is structured in distinct basic functions, implementing
new functionalities (or updating existing ones) can be done more easily by any user. Furthermore,
the processing of geological data, whether to generate lithologs or for any other procedure (among
others plotting proxies, applying moving averages on these proxies, or performing spectral analysis),
can directly be performed in R (see, for instance, the paleotree package for paleontology (Bapst,
2012), the IsoplotR package for geochronology (Vermeesch, 2018), or the hht (Bowman and Lees,
2013), astrochron (Meyers, 2014), biwavelet (Gouhier et al., 2019) and DecomposeR (Wouters, 2020)
packages for spectral analysis). This means that the entire data treatment and visualization could be
performed in a single scripting environment: R.

The main concepts for the use of StratigrapheR are presented in this paper. The current limitations
of StratigrapheR and R for the processing of geological data are also highlighted to give an idea of
the obstacles that the future developers will need to overcome to make R a better tool for geological
data processing. Throughout the paper, examples are provided on how to make lithologs and how
to process geological data. They can be run in R (you can download R here); the current version of
StratigrapheR (1.2.3) works only on R 4.0 or higher versions. A GitHub repository is available at
https://github.com/sewouter/StratigrapheR, where outside users can suggest improvements and
provide feedback. The free RStudio interface is advised to use StratigrapheR in the R environment.
The StratigrapheR package can be installed by typing;:

install.packages("StratigrapheR")

To be used, the StratigrapheR package has to be loaded each time R or RStudio are opened, via
the following code:

library(StratigrapheR)
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Data importation and processing

Data of any form can easily be imported using basic R functions, such as read. table() or readLines()
for text files. Excel files can be downloaded using, for instance, the read. x1sx() function from the
xlsx package (Dragulescu and Arendt, 2020). We advise putting any tabular data into data frame form
(i.e., a table), which can be done via the data. frame() function.

As stratigraphic data can be found in an interval form (e.g., a specific strata between 25 and 30 m
in a record, or the Jurassic between ca. 200 and ca. 145 million years ago), a formal scheme to deal
with such data is provided: the 'lim” object (named after the x1im and ylim parameters that define the
boundaries of plots in common R graphical functions) and a suite of functions that are associated to lim
objects. The idea is to set a logical data format for intervals and to be able to manipulate these intervals
in R. The lim objects are made via the as.1im() function by providing boundaries in the form of the
1 and r arguments, which respectively stand for left and right boundaries. The actual order of the
boundaries is irrelevant to avoid unnecessary data cleaning (which is the reason why ‘left” and "right’
were chosen as a convention rather than “up’ and "down’). Each interval can be identified using the id
argument. Providing the upper and lower boundaries allows taking gaps into account in lithologs,
contrary to simply providing the thickness of layers (also called beds). Whether the boundaries are
included in the interval can be determined via the b argument, which defines the boundary rules. This
is an abstract feature, especially for geology purposes, because it is usually of negligible importance
whether the infinitesimal position of a boundary is included in a given interval. However, taking this
into account is critical to explicitly describe the behavior of intervals. This can be used, for instance, to
assign an interval to a sample located at the common boundary between two intervals that do not
overlap otherwise. By providing a boundary rule, it can be explicitly assigned to only one of the two
intervals, none of them, or both of them. The boundary rule is expressed by characters, and can be
set to "[]" (or "closed”) to include both boundary points, "1[" (or "()", and "open”) to exclude both
boundary points, "[[" (or "[)", "right-open” and "left-closed"”) to include only the left boundary
point, and "]1" (or " (1", "left-open”,and "right-closed") to include only the right boundary point.
The left element (e.g., the [ of "[]") stands for the left boundary (not necessarily the lowest one), while
the right element (e.g., the ] of "[]1") stands for the right boundary (not necessarily the highest one).
We illustrate how to visualize intervals with the following code (note: graphics generated by code in
the article are shown directly after the code that generates them):

interval <- as.lim(l = c(0,1,2), r = c(0.5,2,2.5), # Make a lim object
id = ¢("Int. 1","Int.2","Int.3"))

interval # print what is in the lim object
#> $1

#> [1] 012

#> $r

#> [1] 0.5 2.0 2.5

#> $id

#> [1] "Int. 1" "Int.2" "Int.3"

#> $b

# (11 017 U1t el

# Visualization of the lim object

plot.new()

plot.window(ylim = c(-0.5, 2.5), xlim = c(@, 2.5))
axis(3, pos = 1.5, las = 1)

infobar(ymin = @, ymax = 1, xmin = interval$l, xmax = interval$r,
labels = c(interval$id), srt = 0)

0.0 0.5 1.0 15 2.0 25

Int. 1 Int.2 Int.3
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Functions are provided to characterize the relationships of intervals with each other: are.lim.nonunique()
checks whether the intervals are of non-zero thickness (e.g., unlike [1,1]), are.lim.nonadjacent()
checks if the intervals do not share any adjacent boundaries, and are.lim.distinct() checks whether
the intervals are not overlapping. The simp.lim() function is provided to merge adjacent and/or
overlapping intervals having identical IDs. The flip.lim() function is provided to find the com-
plementary intervals of a set of intervals (i.e., the gaps). The mid.1im() function provides a way to
define intervals in between data points. If all different intervals are strictly non-overlapping for all
values (for instance, the intervals [0,20[ and [20, 100] are non-overlapping and therefore 20 is uniquely
represented by the second interval), the in.1im() function can be used to find which values belong to
which respective intervals. Typically, such functions can be used to craft stratigraphic intervals (such
as magnetochrons or stages) and determine the beds or samples that are in or outside them.

General plotting considerations

The first challenge when plotting a litholog is its size: a litholog needs to be detailed at a small scale
(typically at the centimeter scale for high precision) while spanning the entirety of a record (up to
hundreds of meters). This makes lithologs sometimes quite extended. This is problematic considering
that the classical R graphic window is not adapted to visualize anything exceeding the size of the
computer screen. To remedy this problem, the pdfDisplay() function is here introduced, which draws
plots directly in a PDF (Portable Document File) document and opens it in the computer’s default PDF
reader. This PDF document can have any size desired by the user, and therefore, allows visualizing all
the details of a very long litholog. This is illustrated by the code here below, which draws a vertically
standing stickman. Depending on the screen, this vertical stickman could be difficult to visualize
without pdfDisplay().

To avoid having to close the PDF reader at each change of the plot (as most PDF readers do not
permit changes to the PDF file while it is displayed), each new PDF can be named differently: each
new document version will have its name be followed by ’_(i)’, where i is the version number (e.g.,
test_(1).pdf, test_(2).pdf, etc.). This practice is here referred as tracking the version number. It is
noteworthy to cite the free Sumatra PDF software, which is available for Windows operating systems,
and lets PDF files be modified while still displaying them without the trick of having to change the file
name. In that case, the tracking of the version numbers can be canceled by setting the track parameter
to FALSE. PDF files generated by pdfDisplay() can easily be imported into vector graphics software.
The pdfDisplay() function also allows for the direct generation of an SVG file. pdfDisplay() is a
wrapper of the more basic pdf () function (i.e., its code is based on the pdf () function); other PDF
generating functions could be used interchangeably.

To make plots starting from an empty background, we advise using the plot.new() and plot.window()
functions, which are of lower level (i.e., more basic) than the plot () function. They are used to create a
completely empty plotting environment in which to add the litholog. To add axes, the axis() function
is a versatile tool, which can be replaced by the minorAxis() function provided in StratigrapheR to
add minor axis ticks. The minorAxis() function is itself a wrapper of the axis() function.

graphical_function <- function() # Graphical function needed by pdfDisplay
{

opar <- par()$mar # Save initial graphical parameters

par(mar = c(0,3,0,1)) # Change the margins of the plot

plot.new() # Open a new plot
plot.window(xlim = c(-0.2, 1.2), ylim = c(-5, 1)) # Define plot coordinates
minorAxis(2, at.maj = seq(-5, 1, ©0.5), n =5, las = 1) # Add axis
points(c(0.25, ©.75), c(0.75, ©0.75), pch = 19)
polygon(c(@.1, ©.25, @.75, 0.9, 0.75, 0.25, NA,
0, 0.25, 0.75, 1, 0.75, 0.25),
c(0.5, 0.25, 0.25, 0.5, 0.4, 0.4, NA,
0.5, 0, 0, 9.5, 1, 1), 1lwd = 2)
lines(x = c(0.5, 0.5, NA, 0, 0.2, 0.5, 0.8, 1, NA,
0, 0.2, 0.5, 0.9, 1.2),
c(-0.25, -3, NA, -5, -4, -3, -4, -5, NA,
-2.5, -1.5, -1, -0.75, @.25), lwd = 2)

<
1

par(mar = opar) # Restore initial graphical parameters

}

pdfDisplay(graphical_function(),"graphical_function”, width = 3.5, height = 10)
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Adding every element of the lithologs symbology uses a very basic data format for polylines and
polygons, which are respectively drawn using the multigons() and multilines() functions. These
novel functions allow precise control of graphical parameters when drawing multiple polygons and
polylines. These functions require an identification argument i, similar for each point of a single
polygon or polyline, and the x and y coordinates of each point. The following code shows the use of

10 4
05
00
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-15

-20

-25 -

-3.0 1
-35 -
-4.0 —

-45 4

-5.0 -

the multigons() and multilines() functions:

i<-
X <-
y <=

plot
plot

c(rep("A1",6), rep("A2",6), rep("A3",6)) # Polygon IDs
c(1,2,3,3,2,1,2,3,
C(1)2737475!6!1!2!

("A
4,4,3,2,3,4,5,5,4,3) # x coordinates
3,4,5,6,1,2,3,4,5,6) # y coordinates

’

.window(xlim = c(0,6), ylim = c(0,7))

multigons(i, x, vy,
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front = "A2", # This gets the polygon A2 in front of all others

density = c(NA, 5, 10), # Shading line density

scol = "grey20", # Shading line color; one value means all polygons
# are subject to this graphical parameter

col = c("black”, "grey80", "white"), # Background color

lwd = 2, # Width of border lines

slty = 2, slwd = 1) # Shading lines type and width
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i <= c(rep(”"A1",6), rep("A2",6), rep(”"A3",6)) # Lines IDs
x <- c(1,2,3,3,2,1,4,5,6,6,5,4,7,8,9,9,8,7) # x coordinates
y <- ¢(1,2,3,4,5,6,1,2,3,4,5,6,1,2,3,4,5,6) # y coordinates

plot.new()
plot.window(xlim = c(0,10), ylim = c(0,7))

multilines(i, x, vy,
j = c("A3", "A1", "A2"), # j controls the order of the graphical
# parameters applied to each named line:
1ty = c¢(1,2,3), 1wd = 2, # e.g., 1ty = 1 (solid line) is applied
# to "A3", the line at the right
type = c("1", "o", "0"),
pch = c(NA,21,24), cex = 1, bg = "black")

The pointsvg() function is provided in StratigrapheR to import groups of polygons and polylines
drawn in vector graphics software, under specific conditions: firstly, the drawing needs to be in
SVG format; secondly, the pointsvg() function is only able to identify objects of class "line", "rect",
"polygon", and "polyline" in the SVG file. The reason for this is that only these types of objects
are simple lines, and polygons made of nodes linked together by straight lines. This means that
pointsvg() is not able to recognize all the objects present in an SVG file. Furthermore, pointsvg()
only identifies the coordinates of each objects, regroups them into separate polygons and polyline
objects, and in which order to plot them. All other graphical parameters, such as color or line thickness,
are not taken into account. These parameters have to be specified in the drawing functions. Objects
obtained using pointsvg() on SVG files can be added using the framesvg() or centresvg() functions,
which respectively add the object within a given frame or center the object on a given point.

svg.file.directory <- tempfile(fileext = ".svg") # Creates temporary file
writeLines(example.ammonite.svg, svg.file.directory) # Writes svg in the file

ammonite.drawing <- pointsvg(file = svg.file.directory) # Read svg

plot.new()

plot.window(xlim = c(-2, 5), ylim
axis(1)

axis(2, las = 2)

c(-2, 2))

centresvg(ammonite.drawing, # Object
x = ¢(3,0), y = 0, # Coordinates for centering
xfac = 2, yfac = 2, # Dimension stretching factors

n on

col = c("grey"”,"white")) # Graphical parameters

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES

159

It should be noted that repetitions of the same SVG object can be generated by a single call of
the framesvg() or centersvg() functions. This facilitates the automation of the litholog generation.
Modifications of the SVG objects can also be accomplished using the changesvg() function, which
enables, among other things, to change the order of plotting of the polylines and polygons, remove
some of them, or invert the figure in x and/or y. The framesvg() or centersvg() can also output the
drawing with modified coordinates, which can be plotted using placesvg() (see, for instance, the
code of the last example).

Generating lithologs

The data to make lithologs can be provided in the form shown in Table 1.

id 1 r h colour litho
BT 0 1 3 (grey S
B2 1 3 4 grey L
B3 3 4 5 Dblack C
B4 4 9 4 white L
B5 9 11 4 white L

Table 1: Example of a data frame (bed.example in StratigrapheR) providing information for each bed:
id identifies each bed, 1 and r provide the boundaries, h the hardness, and the color is provided along
with a code for lithology (S for shale, L for limestone, C for chert). The only strict convention is that ], r,
and h need to be numerical values.

From such data, basic lithologs made of rectangles can be generated as a simple basis. They are the
starting point for making more complicated lithologs in StratigrapheR. The coordinates of the points
making up the rectangles can be computed through the 1itholog() function, which only needs the
position of the boundaries of the beds, their "hardness’, and an ID. Text can be added to each bed using

the bedtext () function, which can be used to include the ID or the name of the bed (e.g., id in Table 1).

The output of the 1litholog() function can be provided to multigons() to draw the log. A
symbology for different types of rocks (or any other information that the symbology is meant to
provide) can be set up using the color fill and the shading. Providing a given symbology for each
polygon is performed by joining the table containing the information about each bed to a table
attributing symbology to rock type. We advise the use of the left_join() function in the dplyr
package (Wickham et al., 2020) for this procedure.

basic.log <- litholog(l = bed.example$l, # This creates a data table of
r = bed.example$r, # rectangles coordinates for a
h = bed.example$h, # basic litholog
i = bed.example$id)

legend <- data.frame(litho = c("S", "L", "C"), # This creates a
col = c("grey30"”, "grey9e"”, "white"), # data table for
density = c(30, 0,10), # the symbology

angle = c(180, @, 45), stringsAsFactors = FALSE)
View(legend)

“ litho col density angle

1|s grey30 30 180
» | grey90 0 0
3| € white 10 45

# left_join in the dplyr package merges the symbology with the table of beds:
bed.legend <- dplyr::left_join(bed.example,legend, by = "litho")

View(bed. legend)
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Showing 1 to 5 of 36 entries

plot.new()

plot.window(xlim = c(0,6), ylim = c(-1,77))

minorAxis(2, at.maj = seq(@, 75, 5), n =15)

id
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colour
grey
grey
black
white
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litho

# Plotting of the polygons making the litholog,
# with corresponding symbology:
multigons(basic.log$i, x = basic.log$xy, y = basic.logsdt,
col = bed.legend$col,
density = bed.legend$density,

angle

# Writing the name of beds, only in beds thick enough

bed.legend$angle)

col
grey30
grey90
white
grey90

grey90

density

30
0
10
0
0

bedtext(labels = bed.example$id, 1 = bed.example$l, r = bed.example$r,

X = 0.5,

ymin
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To add more complicated beds, the user can add SVG drawings instead of drawing the rectangles
through multigons(), as shown earlier. This is, however, a time-consuming procedure as each bed
has to be imported separately. The weldlog() function can be used to automate the personalization of
bed boundaries. It needs to be provided as a polyline, either from R itself (e.g., a sinusoid) or from an
SVG file.

# Code repeated from earlier examples ----
basic.log <- litholog(l = bed.example$l, r = bed.example$r,
h = bed.example$h, i = bed.example$id)
legend <- data.frame(litho = c("S", "L", "C"), density = c(30, 0,10),
col = c("grey30"”, "grey9e"”, "white"),
angle = c(180, @, 45), stringsAsFactors = FALSE)
bed.legend <- dplyr::left_join(bed.example,legend, by = "litho")
# —_————

# Generation of the boundaries, either sinusoidal or from drawings ---

s1 <- sinpoint(5,0,0.5,nwave = 1.5)

s2 <- sinpoint(5,0,1,nwave = 3, phase = 0)

s3 <- framesvg(example.liquefaction, 1, 4, @, 2, plot = FALSE, output = TRUE)

# Visualizing the s3 boundary, i.e., the liquefaction sedimentary feature ----
plot(s3%$x, s3$y, cex.axis = 1.2, lwd = 2,

type = "1"”, ylab = "", xlab = "", bty = "n", las = 1)

2.0

15

1.0

0.5

0.0
[ T T T T T 1
1.0 15 2.0 25 3.0 35 4.0

# Welding the boundaries to the basic litholog ----
final.log <- weldlog(log = basic.log,
dt = boundary.example$dt, # Position of the boundaries
# to be changed
seg = list(s1 = s1, s2 = s2, s3 = s3), # list of segments
j = c("s1","s1","s1","s3", # Attributing the segments to
"s2","s2","s1"), # the respective bed boundaries
# to be changed
warn = F)

# Visualizing the resulting litholog (similarly to earlier code) ----
plot.new()

plot.window(xlim = c(@,6), ylim = c(-1,77))

minorAxis(2, at.maj = seq(@, 75, 5), n =5, las = 1)

multigons(final.log$i, x = final.log$xy, y = final.log$dt,
col = bed.legend$col,
density = bed.legend$density,
angle = bed.legend$angle)

bedtext(labels = bed.example$id, 1 = bed.example$l, r = bed.example$r,
X = 0.75, ymin = 3)
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We see that the thickness of beds can vary. Therefore, a bed boundary can actually vary within a
given interval. This raises the question of how to document the position of the bed boundaries in data
tables that would only have 2 values for the boundaries (lower and upper) rather than 4 (upper and
lower interval of variation for the lower boundary, and upper and lower interval of variation for the
upper boundary) or even more (detailing the exact form of the boundaries). We propose a convention
for the data tables to be used for the generation of lithologs: the positions of the bed boundaries that
are defined in the quantified data have to match in a litholog with the positions of the boundaries
of the beds on the axis side of the litholog (usually the left side for single logs). The axis side of the
litholog is ideal: it follows a straight vertical line, by an implicit convention followed by the large
majority of geologists.

Extra stratigraphic or lithological information, such as geomagnetic chrons, rock color, etc., can
be added using the infobar () function. Any information that can be conveyed by text, such as the
positions of samples, can be added using the axis() or text() functions.

# Code repeated from earlier examples ----
basic.log <- litholog(l = bed.example$l, r = bed.example$r,
h = bed.example$h, i = bed.example$id)

legend <- data.frame(litho = c("S", "L", "C"), density = c(30, 0,10),

col = c("grey30"”, "grey90"”, "white"),

angle = c(180, @, 45), stringsAsFactors = FALSE)
bed.legend <- dplyr::left_join(bed.example,legend, by = "litho")
s1 <- sinpoint(5,0,0.5,nwave = 1.5)
s2 <- sinpoint(5,0,1,nwave = 3, phase =
s3 <- framesvg(example.liquefaction, 1, 4, @, 2, plot = FALSE, output = TRUE)
final.log <- weldlog(log = basic.log, dt = boundary.example$dt,

seg = list(sl = s1, s2 = s2, s3 = s3),

j = c("s1","s1","s1","s3","s2" ,"s2","s1"), warn = F)

2)
4
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# Visualizing the resulting litholog (similarly to earlier code) ----
plot.new()

plot.window(xlim = c(-1.5,8), ylim = c(-1,81))

minorAxis(2, at.maj = seq(@, 75, 5), n =5, las = 1)

multigons(final.log$i, x = final.log$xy, y = final.logs$dt,
col = bed.legend$col,
density = bed.legend$density,
angle = bed.legend$angle)

bedtext(labels = bed.example$id, 1 = bed.example$l, r = bed.example$r,
X = 0.5, ymin = 2)

# Making a data table for the symbology of magnetochrons
legend.chron <- data.frame(polarity = c("N", "R"),
bg.col = c("black”, "white"),
text.col = c("white”, "black"),
stringsAsFactors = FALSE)

# Merging symbology with a data table of chrons
chron.legend <- dplyr::left_join(chron.example, legend.chron, by = "polarity")

# Plotting the chrons with the given symbology
infobar(-1.5, -1, chron.legend$l, chron.legend$r,
labels = chron.legend$polarity,
m = list(col = chron.legend$bg.col),
t = list(col = chron.legend$text.col),
srt = 0)

# Adding color information

colour <- bed.example$colour
colour[colour == "darkgrey"] <- "grey20"
colour[colour == "brown"] <- "tan4"

# Plotting the color next to the litholog
infobar(-0.25, -0.75, bed.example$l, bed.example$r,

m = list(col = colour))

text(-0.5, 79, "Colour”, srt = 90)
text(-1.25, 79, "Magnetochrons”, srt = 90)

axis(4, at = proxy.example$dt, labels = proxy.example$name,
pos = 6, lwd = @, lwd.ticks = 1, las = 1)
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Other plots can be drawn along the litholog. Great care should be taken to ensure that the depth
axis is identical in all plots. To ensure that, two components have to be taken into account: the
ylim argument of plot.window() or plot() (for vertical logs, otherwise the x1im argument), and the
graphical parameters defined by the par () function, especially the yaxs (for vertical logs, otherwise
xaxs) and the mar arguments. The ylim argument controls the range of the axis, but the exact range
will depend on the yaxs argument. Indeed, the default setting of yaxs is "r", which stands for regular,
and means that the data range defined by ylim is extended by 4 percent at each end. Such extension
can be unwanted in very long lithologs. Alternatively, the yaxs argument can be set as "i", which
stands for “internal’, and prevents the extension of the range defined by ylim. The mar argument
controls the margin size of the plotting zone. To add plots along the litholog, a simple way is to use
the mfrow argument in the par () function to define several plotting areas, which will be used by the
successively called plots.
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# Code repeated from earlier examples ----
basic.log <- litholog(l = bed.example$l, r = bed.example$r,

h = bed.example$h, i = bed.example$id)
legend <- data.frame(litho = c("S", "L", "C"),

col = c("grey30", "grey90", "white"),

density = c(30, 0,10),

angle = c(180, @, 45), stringsAsFactors = FALSE)
bed.legend <- dplyr::left_join(bed.example,legend, by = "litho")
s1 <- sinpoint(5,0,0.5,nwave = 1.5)
s2 <- sinpoint(5,0,1,nwave = 3, phase = 0)
s3 <- framesvg(example.liquefaction, 1, 4, @, 2, plot = FALSE, output = TRUE)
final.log <- weldlog(log = basic.log, dt = boundary.example$dt,

seg = list(sl = s1, s2 = s2, s3 = s3),

j = c("s1","s1","s1","s3","s2","s2","s1"), warn = F)
# —_————

opar <- par() # Save initial graphical parameters (IGP)
par(mfrow = c(1,2), # Set two vertical plots along each other

yaxs = "r", # Default setting, adds 4% more range for y
mar = c¢(5.1, 4.1, 4.1, 0.1)) # Change settings for margins

# Visualizing the resulting litholog (similarly to earlier code) ----
plot.new()

plot.window(xlim = c(0,6), ylim = c(-1,77))

minorAxis(2, at.maj = seq(@, 75, 5), n =5, las = 1)

multigons(final.log$i, x = final.log$xy, y = final.log$dt,
col = bed.legend$col,
density = bed.legend$density,
angle = bed.legend$angle)

bedtext(labels = bed.example$id, 1 = bed.example$l, r = bed.example$r,
X = 0.75, ymin = 3)

# Visualizing quantified values along the litholog ----

par(mar = c¢(5.1, 0.1, 4.1, 4.1)) # Change settings for margins of 2nd plot
plot.new()

plot.window(xlim = c(-2*10%-8,8%10-8), ylim = c(-1,77)) # ylim similar to

# litholog

minorAxis(4, at.maj = seq(@, 75, 5), n =5, las = 1) # Repetition of the axis to
# check both sides are matching

lines(proxy.example$ms, proxy.example$dt, type = "o", pch = 19)
axis(1)

title(xlab = "Magnetic Susceptibility")

par(mar = opar$mar, mfrow = opar$mfrow, yaxs = opar$yaxs) # Restore IGP
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A legend plot can be generated using the nlegend() function. The basic idea is to make a subplot
for each symbol (using the par () function, for instance), in which the nlegend() function calls a new
plot leaving free space for the symbol (included in [-1, 1], both for x and y coordinates), and adds the
text description. This scheme improves automation, e.g., by simplifying the symbol generation of rock
types in a function as shown in the code below:

legend <- data.frame(litho = c("S", "L", "C"), # Symbology
col = c("grey30"”, "grey9e"”, "white"), # data table
density = c(30, 0,10), angle = c(180, 0, 45),
stringsAsFactors = FALSE)

f <- function(legend_row) # To simplify coding, we design here a function
# plotting rectangles with the desired symbology

{
multigons(i = rep(1, 4), c(-1,-1,1,1), c(-1,1,1,-1),
col = legend$coll[legend_row],
density = legend$density[legend_row],
angle = legend$angle[legend_row])
}

opar <- par() # Save initial graphical parameters
par(mar = c(0,0,0,0), mfrow = c(5,1)) # Make 5 plot windows

nlegend(t = "Shale”, cex = 2) # The cex parameter controls the size of the text
f(1) # 1 stands for the first row of the symbology data table

nlegend(t = "Limestone”, cex = 2)
f(2)

nlegend(t = "Chert”, cex = 2)
f(3)

nlegend(t = "Ammonite”, cex = 2)

centresvg(example.ammonite, 0,0,xfac = 0.5)
nlegend(t = "Belemnite”, cex = 2)
centresvg(example.belemnite, 0,0,xfac = 0.5)

par(mar = opar$mar, mfrow = opar$mfrow) # Restore initial graphical parameters
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As lithologs can be longer than a single printable page, it is sometimes necessary to split them into
separate plots to be displayed on successive pages of a text document. This can be done by grouping
all the drawing functions used to generate the litholog into a single function, with ylim as an argument.
This function can be iterated with successive ylim intervals.

Functions that generate several plots will generate the corresponding pages in the PDF generated
by pdfDisplay(). All the pages have to be of the same dimensions. To integrate these successive
litholog figures into a larger document that would include all the litholog parts, the associated legend,
a text description of the section, etc., LaTeX can be used. A \foreach loop in LaTeX can then be applied
to import all the pages using the \includegraphics function.

# Code repeated from earlier examples ----
basic.log <- litholog(l = bed.example$l, r = bed.example$r,
h = bed.example$h, i = bed.example$id)
legend <- data.frame(litho = c("S", "L", "C"),
col = c("grey30"”, "grey9e"”, "white"),
density = c(30, 0,10),
angle = c(180, @, 45), stringsAsFactors = FALSE)
bed.legend <- dplyr::left_join(bed.example,legend, by = "litho")
s1 <- sinpoint(5,0,0.5,nwave = 1.5)
s2 <- sinpoint(5,0,1,nwave = 3, phase =
s3 <- framesvg(example.liquefaction, 1, 4, @, 2, plot = FALSE, output = TRUE)
final.log <- weldlog(log = basic.log, dt = boundary.example$dt,
seg = list(sl = s1, s2 = s2, s3 = s3),
j o= c("s1","s1","s1","s3","s2" ,"s2","s1"), warn = F)
legend.chron <- data.frame(polarity = c("N", "R"),
bg.col = c("black”, "white"),
text.col = c("white”, "black"),
stringsAsFactors = FALSE)
chron.legend <- dplyr::left_join(chron.example,legend.chron, by = "polarity")
colour <- bed.example$colour

2)
4

colour[colour == "darkgrey"] <- "grey20"
colour[colour == "brown"] <- "tan4"
# —_—

# Function that will draw a litholog, with personalized coordinates control
log.function <- function(xlim = c(-2.5,7), ylim = c(-1,77))
{

plot.new()

plot.window(xlim = xlim, ylim = ylim)

minorAxis(2, at.maj = seq(@, 75, 5), n =5, pos = -1.75, las = 1)

multigons(final.log$i, x = final.log$xy, y = final.log$dt,
col = bed.legend$col,
density = bed.legend$density,
angle = bed.legend$angle)
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}

bedtext(labels = bed.example$id, 1 = bed.example$l, r = bed.example$r,
x = 1, edge = TRUE, ymin = 2)

centresvg(example.ammonite, 6,

fossil.example$dt[fossil.example$type == "ammonite”],
xfac = 0.5)

centresvg(example.belemnite, 6,
fossil.example$dt[fossil.example$type == "belemnite”],
xfac = 0.5)

infobar(-1.5, -1, chron.legend$l, chron.legend$r,
labels = chron.legend$id, m = list(col = chron.legend$bg.col),
t = list(col = chron.legend$text.col))

infobar(-0.25, -0.75, bed.example$l, bed.example$r,
m = list(col = colour))

# In this gr() function, log.function() is repeated, which plots the
# desired parts of the litholog

gr <- function()

{

3

opar <- par() # Save initial graphical parameters
par(mar = c(1,2,1,2), yaxs = "i")
ylim <- ¢(0,40) # Initial range to be plotted

for(i in 1:0) log.function(ylim = ylim + 40xi) # Iteration of the plotting
# The drawing range's length is iteratively added to the range already drawn

par(mar = opar$mar, yaxs = opar$yaxs) # Restore initial graphical parameters

# Integration of gr() in pdfDisplay to make PDFs
pdfDisplay(gr(), name = "divided log”, width = 3, height = 5)
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# The code can be adapted to divide the plot differently,
# and to add other plots along the litholog

gr2 <- function()
{

opar <- par() # Save initial graphical parameters (IGP)

low <- c(-5, 25, 55) # Another way of defining the dimensions
high <- c( 25, 55, 85) # of succesive plotting windows

for(i in 3:1){ # Inverted order to have them in stratigraphic order

par(mfrow = c(1,2), yaxs = "i") # Plot in two columns, same yaxs for both
par(mar = c(5,2,1,0)) # Define margins for first plot (left)

log.function(ylim = c(low[i], high[i]))

par(mar = c(5,0,1,1)) # Second plot (right): change only the vertical
# margins (2nd and 4th)

plot.new()

plot.window(xlim = c(-2%10*-8,8%10*-8), ylim = c(low[i], high[il))
lines(proxy.example$ms, proxy.example$dt, type = "o", pch = 19)
axis(1)

title(xlab = "Magnetic Susceptibility”)

par(mar = opar$mar, yaxs = opar$yaxs, mfrow = opar$mfrow) # Restore IGP

3

pdfDisplay(gr2(), name = "divide in 3", wi = 5, he = 7)
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The preceding examples illustrate some of the capabilities of the StratigrapheR package. However,
an important question remains unanswered: have we overcome the "from art to useful data" challenge?
We will illustrate our answer by importing the computer-drawn litholog from Fig. 1. We will also
take the opportunity to show how StratigrapheR can help in the comparison and correlation of
sections. For that purpose, we plot two lithologs in front of each other and visually link them using the
ylink() function. ylink() currently only works in single window plots, i.e., having a coherent x and
y coordinate system. Therefore, we need to change the coordinate system of one of the two lithologs.

Prior to importing it into R using pointsvg(), all the lines and polygons in the litholog in Fig. 1 are
sparsely interpolated, and all the curves are converted into straight lines. To have perfect positioning
in x and y coordinates, the initial drawing is surrounded by a rectangle having known coordinates.
Afterward, the figure is saved as an SVG file. All this takes less than a minute with vector graphics
software (here using CoreDRAW). The sparse interpolation means that the figures will be angular
(take, for instance, the initially elliptical lens containing brachiopods at 34.5 m, when imported by
the code here below, it becomes clearly polygonal). If smoother curves are desired, the amount
of interpolated points can be increased. When the figure is imported by pointsvg(), the rectangle
defines the borders of the figure, which by default are set at [-1, 1] in x and y. These coordinates are
changed using framesvg() by providing the initial coordinates of the rectangle as xmin, xmax, ymin,
and ymax. Having served its purpose as a reference in x and y, the rectangle can be removed directly in
framesvg() using the forget argument.

svg.file.directory <- tempfile(fileext = ".svg"”) # Creates temporary file
writeLines(example.HB2000@.svg, svg.file.directory) # Writes svg in the file

# Log: 1 Humblet and Boulvain 2000 ----

a <- pointsvg(svg.file.directory) # Import the svg
out <- framesvg(a,
xmin = @, xmax = 5, # Initial coordinates of the
ymin = 27, ymax = 36, # rectangle (see SVG file)
output = T, # This allows to output the changed coordinates
forget = "P287") # 'forget' removes the rectangle added in the
# svg to serve as a referential in x and y
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# Log 2: Code repeated from earlier examples ----

basic.log <- litholog(l = bed.example$l, r = bed.example$r,
h = bed.example$h, i = bed.example$id)

legend <- data.frame(litho = c("S", "L", "C"),

col = c("grey30"”, "grey9e0"”, "white"),

density = c(30, 0,10),

angle = c(180, @, 45), stringsAsFactors = FALSE)
bed.legend <- dplyr::left_join(bed.example,legend, by = "litho")
s1 <- sinpoint(5,0,0.5,nwave = 1.5)
s2 <- sinpoint(5,0,1,nwave = 3, phase =
s3 <- framesvg(example.liquefaction, 1, 4, @, 2, plot = FALSE, output = TRUE)
final.log <- weldlog(log = basic.log, dt = boundary.example$dt,

seg = list(sl = s1, s2 = s2, s3 = s3),

j = c("s1","s1","s1","s3","s2","s2","s1"), warn = F)

)
4

# Plotting two logs in front of each other ----

plot.out <- out # Save a version of the svg object
tie.points <- data.frame(l = c(20,35,54,66), # Define points to correlate
r.raw = ¢(29.8,31,32.5,33.25)) # the two sections in
# their own depth scales

plot.out$x <- 15 - out$x # Change the coordinates for
plot.out$y <- 10x(out$y - 27.5) # second litholog (imported
axs2 <- 10%(28:35 - 27.5) # from Fig. 1), to plot it t

tie.points$r <- 10x(tie.points$r.raw - 27.5) # in front of the first litholog

g <- function()

{
opar <- par() # Save initial graphical parameters
par(mar = c(1,4,1,4))
plot.new()
plot.window(xlim = c(@,15), ylim = c(0,75))
minorAxis(2, at.maj = seq(@,75, 5), n =5, las = 1, cex.axis = 1.2)
minorAxis(4, at.maj = axs2, labels = 28:35, n = 10, las = 1, cex.axis = 1.2)
multigons(final.log$i, x = final.log$xy, y = final.log$dt,
col = bed.legend$col,
density = bed.legend$density,
angle = bed.legend$angle)
placesvg(plot.out, col = "white") # Adding the drawn plot
ylink(tie.points$l, tie.points$r, 6, 9, ratio = 0.5, # Correlation between
1 = list(1lty = c(1,2,2,1), 1lwd = 2)) # the two plots
par(mar = opar$mar) # Restore initial graphical parameters
}

pdfDisplay(g(), "Log Correlation”)
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The most obvious discrepancy between the original computer-drawn version (Fig. 1) and the one
imported in R is the lack of color in the latter. We could have identified all the gray polygons one by
one and provided them with a color symbology, but such a tedious task would go against the motto of
simplifying data management. This highlights that at the moment, the conversion of lithologs "from
art to useful data" is not as straightforward as it could be, yet it is not too far out of our reach.

New R functions for geological and general purpose

StratigrapheR was designed in a modular way: low-level general-purpose functions were imple-
mented to simplify the development of higher-level functions. The package also hosts a couple of
functions that are not specifically related to lithologs but could be of great use, especially to geologists,
and to other developers. We present a few of these functions in this chapter to promote the use of
modular and general-purpose functions and to help other developers making their own functions.

* divisor(): finds the greatest common rational divisor (GCRD) of a set of values, typically depth,
height, or time in time series. This function is important as it allows to transform floating-point
values into integers (within the precision range allowed by floating-point arithmetic) by dividing
them by the GCRD. We highlight its high potential to automate data processing, especially
to interpolate the irregularly-sampled depth, height, or time values that are omnipresent in
geology (interpolation by the GCRD preserves the original values). This function is somewhat
empirical and would benefit from improvements (among others to reduce the computing time,
typically in the case where the GCRD is significantly smaller than the input values), but this
would require expertise in mathematics and informatics that the authors do not have. We hope
that open-source developers will respond to this challenge.

* every_nth(): leaves or removes values at position indexes of multiples of a given amount (n).
This is typically useful to discriminate major and minor ticks of a personalized axis.

* in.window(): this function can serve as a base for windowing (typically to perform a moving
average). It gives a matrix of all the points included in each successive window (in depth, height,
or time). We illustrate this with irregularly sampled data points.

window <- in.window(irreg.example$dt, # Depth values
w = 30, # Size of the window
xout = seq(@, 600, 20), # Center position of windows
xy = irreg.example$xy) # Intensity values (or other)
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mov.mean <- rowMeans(window$xy, na.rm = TRUE) # Average of the intensity
# values in windows

presence <- matrix(as.integer(!is.na(window$xy)), # Discriminate between NA
ncol = ncol(window$xy)) # values and intensity values
amount  <- rowSums(presence) # to determine the amount of
# real values in each window
# (example of window calculation)

opar <- par() # Save initial graphical parameters
par(mfrow = c(2,1), mar = c(0,4,0,0))
plot(irreg.example$dt, irreg.example$xy, type = "o", pch = 19,
xlim = c(0,600), xlab = "dt"”, ylab = "xy and moving average”, axes = F)
lines(window$xout, mov.mean, col = "red”, lwd = 2)
axis(2, las = 1)

par(mar = c(5,4,0,0))

plot(window$xout, amount, pch = 19, xlim = c(0,600), ylim = c(90,25),
xlab = "dt"”, ylab = "amount of points in the windows"”, axes = F)

axis(1)

axis(2, las = 1)

par(mar = opar$mar, mfrow = opar$mfrow) # Restore initial graphical parameters
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* nset(): finds the position of a given amount of values (n) having a common identification code,
selecting either the n first or the n last ones, or signaling that they are not available (NA). This is
useful to homogenize replicate measurement values.

id <= c("samp1”, "sampl”, "samp2"”, "samp3"”, "samp3"”, "samp3")
meas <- c¢(  0.45, .55, 5.9, 100, 110, 120)

new_sequence <- nset(id, 2, warn = F)

new_sequence

#> [,11 [,2]
#> sampl 1 2
#> samp2 3 NA
#> samp3 4 5
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clean_meas <- matrix(meas[new_sequence], ncol = 2)

row.names(clean_meas) <- unique(id)

clean_meas

#> [,1] [,2]
#> sampl 0.45 0.55
#> samp?2 5.00 NA

#> samp3 100.00 110.00

* seq_mult(): gives a sequence of numbers that are reordered by a given divisor of the length of
the sequence (e.g., seq_mult(10,5) gives the sequence 1, 6,2,7, 3,8, 4,9, 5, 10). This is useful to
reorder and manipulate repetitive sequences (e.g., changing 1,2,3,4,5,1,2,3,4,5into 1,1, 2, 2,
3,3,4,4,5,5 and back).

Present limitations and prospects for the future

StratigrapheR, for the moment, uses the base graphics in R. This is a choice that was made in the
initial development phase of the package, as the base graphics (also called traditional graphics) are
easy to learn for R beginners and are relatively robust, compared to their alternative; the grid graphics
(Murrell, 2012). The grid graphics are the basis for the lattice (Sarkar, 2008) and ggplot2 (Wickham,
2016) graphical packages. Grid graphics allow more sophistication than the base graphics, but at the
price of a more complicated implementation (Murrell, 2012). However, grid graphics would make
the entire litholog generation process more efficient, especially by using the concept of grob (which
stands for GRaphical OBject). Grobs are R objects that save all the information of a plot, which can
then be modified without needing to alter or rewrite the code made to generate the grobs. This would
avoid any unnecessary repetition of code. Revisiting the examples in the article, you will see that the
code needed for litholog generation does require writing the entire plotting functions at each plot
generation or inserting them into a function. On the other hand, elements of a plot made in grid
graphics can be expressed via grobs and can be reassembled to generate a modified version of the
plot without explicitly making a function or repeating the code. This would further simplify drawing
different parts of the same plot on several pages: if a litholog was expressed as a grob, only a few lines
of codes would be needed to generate successive versions of the plot, and make them fit on different
pages. For all these reasons, grobs would prove to be a key feature for future litholog generation into
R. This would especially be useful to integrate lithologs in plots made by other packages, something
which was not explored in this article: in the current implementation of StratigrapheR (i.e., without
grobs), this would be more complicated than it could be (although it should still be possible). We hope
to explore this aspect in the subsequent developments of the StratigrapheR package.

More generally, the difficulty of importing SVG objects into R should be discussed. With pointsvg(),
only polyline and polygon objects can be imported; their color, line type, or line thickness are not
taken into account. However, this is justified by the fundamental incompatibility between SVG and R
graphics, whether from base graphics or grid graphics: SVG files display a wide variety of graphical
parameters that are inexistent in R. Other authors have attempted to allow the complete importation
of vector graphics into R (e.g., grimport (Murrell, 2009), or the vectoR package available from GitHub).
These works are remarkable but require a lot more effort to use compared to pointsvg(). This comes
from the fact that the only task allocated to pointsvg() is to provide coordinates of polygons and
polylines. Afterward, the graphical parameters can be dealt with in R. Therefore we argue that this
limitation is not by any means a flaw that will impede the use of StratigrapheR or R to deal with
geological data. Furthermore, in order to work with pointsvg(), one only needs to simplify SVG
objects into polygons and polylines. This procedure can be done quite easily in vector graphics
software but could also be automated either in R or using SVG-related software and libraries.

Pattern fillings, often used to represent lithologies in traditional lithologs, are currently difficult
to plot in R. Indeed, carbonates are often represented with a brick pattern, shales with horizontal
layering, and conglomerates by a pattern of polygons to represent heterogeneous pieces. Not all of
these pattern fillings are easily implementable in R at the moment, as the only user-friendly pattern is
the shading (parallel lines). Rectangular pattern blocs could be generated in SVG form, imported in R
using the pointsvg() function, and repeated to fill polygons.

Another useful feature that has not been implemented in StratigrapheR yet is a way to display
"hardness’ variations within the lithological beds. The side opposite to the axis could indeed exhibit
continuous variations, which would represent continuous changes in hardness, changes in topographi-
cal relief of beds in the field (which is a good indicator of hardness), but also variations of grain size or
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lithology. These are parameters that are critical to quantify and formalize. We therefore advocate for
a community effort to come up with standards for the quantification of the hardness, topographical
relief, grain size, and lithology. The way to quantify these parameters should allow to express them
in discrete values along the stratigraphical depth or height. These discrete values will make up the
points of the polygons symbolizing the beds, on the "hardness’-varying side of the litholog.

The importation of the PDF documents generated by pdfDisplay () back into R, to make documents
including the lithologs and providing supporting information (maps, legends, descriptions, etc.),
could, in theory, be implemented using the R Markdown scheme (see Xie et al. (2018), Xie et al.
(2020) and Allaire et al. (2021) that document the rmarkdown package). In practice, however, the
include_graphics() function in knitr (Xie, 2020), which is used to import PDF files in R Markdown,
does not allow the selection of specific pages. This means that, for the moment, R Markdown is not
well-suited for such a task. Nonetheless, this can be done using LaTeX.

StratigrapheR, for the moment, does not provide a library of geological features symbology, to
avoid favoring specific standards of symbology that are not the norm for all geoscientists. However,
we encourage the creation of different geological data formats and of their related symbology. One
idea would be to have a repository for different geological symbols, grouping different versions of
symbols standing for identical geological features and enabling easy download (and upload of new
formats).

Finally, the definitive answer to the "from art to usable data" challenge would be to enable the
importation into R of lithologs made by other software. This would be easily applicable with ad hoc
software tools for which all the geological information is available in a text file. It would furthermore
be conceptually possible to import computer-drawn lithologs into Geographical Information System
(GIS) software such as the open-source QGIS, treat the polygons and polylines making up the litholog
as spatial data, and to couple them with geological meta-data (i.e., by manually selecting these objects
and providing them with identification, lithological information, etc.). This could be further facilitated
by using algorithms developed for Optical Character Recognition (OCR, typically used to convert
handwritten or printed text) and apply them to geological symbols. The combination of polygons,
polylines, meta-data, and symbology could subsequently be used as a basis for a general-purpose
litholog data format, which could then be imported in R and allow direct figure generation. With
this idea, one could make software facilitating the conversion of one geological data format (e.g.,
hand-drawn lithologs) into this general format and then back to another format (e.g., the LAS format).
The final step of this would be to improve and streamline the exchange and publication of geological
data.

Summary

StratigrapheR explores new concepts to deal with geological data. It can serve as a strong basis for
the generation of lithologs, especially facilitating the workflow when repetitive features are present.
The importation of quantified data and the generation of lithologs can be refined to very simple
and reproducible steps. Complex drawings can also be included. Modifying the lithologs can be
automated, as the geological data can be reprocessed in R or corrected in the files used to generate the
lithologs: this means that the visual output can be efficiently updated.

For the future, litholog generation in R has a strong potential to be improved: anyone willing to
code in R can put a personal spin on our current work. Ultimately, all types and formats of lithologs
could be imported, treated, converted, and exported efficiently, using R as a focal point for geological
data processing.
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dad: an R Package for Visualisation,
Classification and Discrimination of
Multivariate Groups Modelled by their
Densities

by Rachid Boumaza, Pierre Santagostini, Smail Yousfi and Sabine Demotes-Mainard

Abstract Multidimensional scaling (MDS), hierarchical cluster analysis (HCA), and discriminant
analysis (DA) are classical techniques which deal with data made of #n individuals and p variables.
When the individuals are divided into T groups, the R package dad associates with each group a
multivariate probability density function and then carries out these techniques on the densities, which
are estimated by the data under consideration. These techniques are based on distance measures
between densities: chi-square, Hellinger, Jeffreys, Jensen-Shannon, and L? for discrete densities,
Hellinger , Jeffreys, 12, and 2-Wasserstein for Gaussian densities, and L? for numeric non-Gaussian
densities estimated by the Gaussian kernel method. Practical methods help the user to give meaning
to the outputs in the context of MDS and HCA and to look for an optimal prediction in the context of
DA based on the one-leave-out misclassification ratio. Some functions for data management or basic
statistics calculations on groups are annexed.

Introduction

Techniques such as multidimensional scaling, hierarchical cluster analysis, and discriminant analysis
are often used for multivariate data analysis to visualize, organize observations into groups, and
model class structure, respectively. These techniques deal with data of the “individuals x variables”
type (Mardia et al., 1979; Krzanowski, 1988), commonly stored in objects of class data frame. These
techniques are available in the R packages stats, MASS (Venables and Ripley, 2002), ade4 (Dray et al.,
2007), FactoMineR (Lé et al., 2008), cluster (Maechler et al., 2019).

In the case where the individuals are organized into occasions or groups, the analyst could be in-
terested in taking into account this data organization by associating with each occasion a mathematical
object and performing multivariate techniques on these objects. In the dad package (Boumaza et al.,
2021), devoted to such data, the objects are probability density functions. These densities are either all
continuous (numeric data with Lebesgue measure as reference measure) or all discrete (categorical
data with counting measure as reference measure) and are subjected to the following analyses:

¢ Multidimensional scaling (MDS) of probability density functions aims to visualize a set of
densities (or occasions) so that the distances between the densities are preserved as well as
possible;

¢ Hierarchical cluster analysis (HCA) of probability density functions is used to divide a set of
densities (or occasions) into clusters so that the densities of the same cluster are as similar as
possible and are dissimilar from those of the other clusters;

¢ Discriminant analysis (DA) of probability density functions deals with the same kind of data,
knowing a partition of the densities (or occasions) into classes. Its first objective is to learn
how the a priori classes can be explained by the distances between these densities. Then, if the
training step is judged satisfactory according to a criterion named misclassification ratio, its
second objective is to classify a new density whose class is unknown (Boumaza, 2004).

These three multivariate techniques constitute the core of this work. Theoretically, the dad package
handles probability density functions and considers multi-group data as samples allowing their
estimation. The densities could be considered as functional data processed by packages like fda
(Ramsay et al., 2020), fda.usc (Febrero-Bande and de la Fuente, 2012), or fdadensity (Petersen et al.,
2019), or as compositional data processed by packages like compositions (Tsagris and Athineou,
2020), Compositional (van den Boogaart et al., 2020), or robCompositions (Filzmoser et al., 2018).
The differences or similarities with these approaches are the subjects of part of the discussion of the
manuscript (Discussion and concluding remarks Section).

These three multivariate techniques are essentially based on distance indices between probability
density functions. Literature abounds with such indices: as an example, the encyclopedia of distances
of Deza and Deza (2013, p. 235-245) lists some forty. The dad package proposes to calculate ten of them
among the most common by considering the case of discrete densities and that of continuous densities.
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The results returned by the three previous multivariate techniques depend on the distance index used.
This is illustrated by simple examples in the context of HCA (Appendix A) or DA (Appendix B), and
criteria of distance choice are proposed in the Practical advice Section.

Thus, for each distance index, the dad package implements:

e its calculation for two densities whose type and parameters are known,

e its estimation for two densities for which there are two samples which allow the estimation of
their parameters,

* the generalization of each previous calculation for T (T > 2) densities taken two by two, the
result of which is a symmetric matrix.

In order to avoid unnecessary redundancies in the entry of data characterizing the groups as these
characteristics are the same for all the individuals of the same group, we considered it useful to
organize the data in a list of data frames (object of class folderh). Also, in order to calculate some
statistics (means, covariance matrices...) per group or distances between each pair of groups, we
considered it useful to store the individuals of each group in one data frame and these data frames in
a list (object of class folder). Appendix C details the rationale for introducing these object classes. The
functions of the package dad implementing the three main techniques (MDS, HCA, DA) apply to such
objects. The functions of data management or elementary calculation (means, variance or correlation
matrices, moments) applying to these objects could have been made invisible in the package without
affecting the presentation of the main techniques. However, to facilitate the work of the analyst
interested in processing multi-group data or in experimenting with other multivariate techniques on
such data, we have kept them visible. Some of them are presented in Appendix C and Appendix D.

So, the presentation of the dad package will begin with a description of the data considered in
the previous techniques (Multi-group data: examples and organization Section). We will then present
functions for the calculation of the distance or divergence measures between discrete densities and
between Gaussian densities. The special case of non-Gaussian densities estimated with the Gaussian
kernel method is also considered (Distance / divergence between densities Section). Then, we will present
the functions implementing the three techniques introduced above for the processing of multi-group
data: multidimensional scaling (MDS of densities Section), hierarchical cluster analysis (HCA of densities
Section), and discriminant analysis (DA of densities Section). Finally, we will give some practical advice
(Practical advice Section) and briefly highlight some similarities with functions of other R packages
(Discussion and concluding remarks Section). A summary and appendices complete this presentation.

Multi-group data: examples and organization

For MDS and HCA, the data X (Table 1a) of interest have three kinds of objects: occasions x individuals
x variables. The occasions define a partition of the individuals on which the variables are measured.
If T denotes the number of occasions, for each t in {1,..., T}, the rows of the table X; correspond to #;
observations X1 , ..., X¢, of X a random vector with p components.

For DA, the data of interest are similar to the previous ones with the difference that we have
two categories of occasions. The first category consisting of T occasions is partitioned into K subsets
deriving from a factor G defined on occasions (Table 2). The second category consists of occasions,
numbered T + 1, ... for which we have data of type X but not the value of G.

Datasets

The data of the following examples are available in the dad package as lists of data frames or arrays,
and are loaded by means of the usual data function.

1. Archaeological data: the data are stored in castles.dated, a list of two data frames whose
description is detailed in the subsection Introductory example of Appendix C. The data frame
castles.dated$stones in which for each of T = 68 Alsatian castles (occasions), p = 4 numerical
characteristics are measured on a batch of stones (individuals) used to build the castle. The
objective is to:

e visualize the castles by points in a space of reduced dimension so that the castles having
stones of similar dimensions are close to each other and those having stones of very
different dimensions are distant;

¢ highlight which characteristics of the stones are at the origin of these small or large
distances.

The R Journal Vol. 13/2, December 2021 ISSN 2073-4859



CONTRIBUTED RESEARCH ARTICLES 181

Occasion Variables ~ Group
1 ...p p+1

X11 1
1 : X1 . Variables

X1m 1 1 .p

X1

X1 t
t X; Xt

ant t

Xt
XT1 T
(b) Data folder

T Xt

xTnT T

(a) Data frame

Table 1: For each occasion t = 1, ..., T, the same p variables are observed for #; individuals. The data
frame (a) consists of (p + 1) columns, the last one is a factor designating the occasion. The data folder
(b) consists of T data frames each one having the same p column names.

The 68 castles are dated from the period 1140-1650, which is divided into six intervals, numbered
1to 6, separated by the following cutoff points: 1175, 1210, 1245, 1280, 1350. The building periods
are available in the data frame castles.dated$periods. The first objective is to analyse the
relations between these periods and the previous visualization of the castles. The second
objective is to predict the building period of 67 non-dated castles the data of which are in the
data frame castles.nondated$stones.

This archaeological example (Rudrauf and Boumaza, 2001) was at the origin of the multi-group
techniques presented in this work. It illustrates well the MDS and DA techniques even if, as we
will see when processing the data, from the archeology point of view, the results are not very
satisfactory and have only an indicative value.

2. Agronomic data: the data are stored in the folderh object varietyleaves consisting of two
data frames variety and leaves, and a key rose that is the column name common to the two
data frames which connects them. The first data frame varietyleaves$leaves is made up of
581 rows (leaves of T = 31 rosebushes) and 5 columns corresponding to the number of the
rosebush to which the leaf belongs and p = 4 numerical characteristics: number of its leaflets,
length of its rachis, then the length, and width of its main leaflet. The second data frame
varietyleaves$variety is made up of T rows and two columns: the number of the rosebush
and its variety. There are K = 6 varieties (Table 3). This example will illustrate the DA technique.
The objective of which is to predict the variety of one plant from measures of several leaves of
the plant.

3. Sensory data: the data frame roses in which each of T = 10 photographs of rosebushes
(occasions) was evaluated 3 times, by 14 assessors, for p = 16 numerical characteristics, giving
a table with 16 columns and 42 rows per rosebush, for a total of 420 rows. In this case, an
individual is a couple (assessor, evaluation session). The objective is to visualize the roses and
then create clusters of roses that are as similar as possible. A part of these data will illustrate the
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Occasion G
1 1
Ty 1
T +1 2
Th+1T 2
T+ ...+Tg-1+1 K
T=T1+...+Tg_ 1+ Tk K
T+1 Not available

Table 2: Each occasion t (f = 1,...,T) matches a table with 1; rows and p columns (see Table 1). The
variable G defined on the occasions takes values {1, ...,K}. Foreachk = 1,..., K, the value k is taken
Ty times. The G values of the occasions T + 1, ... are not available and have to be predicted.

techniques MDS and HCA.

4. Surveys — census data over years — : from each census conducted in France (INSEE, 2018)
during T = 7 different years (1968, 1975, 1982, 1990, 2010, and 2015), we extract the population
of active individuals aged 25 to 54 and p = 2 categorical variables: diploma (4 levels) and
socio-professional group (6 levels). From the initial data collected by INSEE, we build a list of
T = 7 arrays of dimension (4, 6), which is stored in dspg object. The objective is to visualize the
years and to highlight, when they exist, the temporal evolutions of the frequencies. The MDS
technique seems suitable to achieve this objective.

5. Surveys — census data 2015 by department —: from the census of the year 2015 (INSEE, 2018), we
consider the same kind of data and organize them in a list of T = 96 arrays, which correspond
to the 96 departments of metropolitan France. This list is available in the dspgd2015 object. As
for the sensory data, the objective is to visualize the departments and then create clusters of
departments that are as similar as possible. In order to give meaning to the clusters, a common
and advisable practice is to couple the techniques HCA and MDS.

In the last two examples, the densities are discrete and are given only for illustration. Their detailed
presentation is in the dad vignette mds-discrete-distributions.

Data management

The previously collected data can be organized into:
¢ A single data frame (Table 1a), by vertically concatenating the T tables X;, with p columns and
appending a factor column designating the occasion, or

e Alist of T data frames (Table 1b), each having p columns, as an object from an S3 class named
folder (see Appendix C).

Variety Number | Number | Number of leaves

of plants | of leaves | per plant
Canary 6 65 = 8+14+114+16+ 8+ 8
Electron 3 42 = 9+ 8+25
Lili Marleen 6 65 = 154+10+ 5+ 7+15+13
Pussta 6 200 = 35+47+29 420+ 37 + 32
Starina 5 105 = 18+17+19+33+18
White Meillandina 5 104 = 23+19+16+22+24

Table 3: Numbers of plants and leaves per variety and number of leaves per plant.
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To carry out discriminant analysis, the training step requires an a priori division of the occasions
into clusters, that is, a factor G with K levels defined from the occasion set (Table 2). The predicting step
is to assign a level for each occasion whose value of the factor G is not available. The data, therefore,
consist of two data frames linked by a hierarchical relationship “1 to N”. Each row of the data frame in
Table 2 is, thus, matched to several rows of the data frame in Table 1a. The list of these two data frames
is an object of S3 class folderh (hierarchical folder) built by the function folderh (see Appendix C).

Notice that in the presentation of the data tables, we arranged them so that the individuals (rows
of Table 1a) of the same occasion are neighbors and so that the occasions (rows of Table 2) of the same
class are neighbors. However, in the dad package, such a layout is obviously not necessary. Only the
factors Group (Table 1a) and G (Table 2) must be given.

Distance/divergence between densities

In the first subsection, we present the indices which operate on discrete densities. In the second
subsection, we consider the indices which operate on Gaussian densities and have an analytical
expression depending on the parameters of the densities: means, variances, and covariances. Therefore,
these indices can easily be estimated from the parameter estimates. In the third subsection, we present
an index based on the estimation of densities on IR” by the Gaussian kernel method. This index offers
the advantage of being easily calculable even for non-Gaussian continuous densities.

The main techniques of the dad package depend on the distance index used (Appendix A and B).
A brief practical guidance on the choice of distance index is provided in Practical advice Section.

Calculation of distances/divergences between discrete densities

Name

Expression

Symmetric chi-square Y, (pl (x) — pz(x))2/(p1(x) + PZ(x))

Hellinger

Jeffreys

X

(25 (/- Vi )

(p1(x) = p2(x)) In(p1(x)/pa(x))

“ 1]

Jensen-Shannon

;( p1(x) In(2p1(x)/ (p1(x) + pa(x)))

+ p2(x) In(2pa(x)/ (p1(x) + p2(x))) )

==

p (£l = a1

Table 4: Distance indices between two discrete densities p; and p, on the same finite support the
states of which are denoted x in the formulas. The sums of the formulas are taken over all the
states of the support (Deza and Deza, 2013). The corresponding dad functions are: ddchisqgsympar,
ddhellingerpar, ddjeffreyspar, ddjensenpar, and dd1lppar.

Table 4 lists the expressions of distance indices of two discrete densities and the dad functions
associated with them. The set of the states of these densities can be either the set of the levels of one
categorical variable or the Cartesian product of the g sets of the levels of g categorical variables as in
the following example with g = 2.

> x1 <- data.frame(x = factor(c("A", "A", "A", "B", "B", "B")),
+ y = factor(c("a", "a", "a", "b", "b", "b")))
> x2 <- data.frame(x = factor(c("A", "A", "A", "B", "B")),
+ y = factor(c("a", "a", "b", "a", "b")))
> pl <- table(x1)/nrow(x1)
> pl
y
X a b
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A 0.5 0.0
B 0.0 0.5
> p2 <- table(x2)/nrow(x2)
> p2
y
X
A 0.
B 0.

N D
N N T

0.
0.
The L1 distance and Jeffreys divergence between the densities p1 and p2 are computed as follows.

> ddlppar(pl, p2)

[1] 0.8

> ddjeffreyspar(pl, p2)
[1] Inf

The Jensen-Shannon index is equal to the entropy or average quantity of information of the
distribution (p1 + p2)/2, from which we subtract the sum of the entropies of p; and p,. The other
indices are based on the sum of the differences, possibly weighted, between p; and p; in each state x,
unlike the Jensen-Shannon index, which is somewhat more global. These indices are compared in the
subsection Simulated discrete data of Appendix B.

Calculation of distances/divergences between Gaussian densities

Table 5 lists the parametric expressions of distance indices of multivariate densities and the dad
functions associated with them. For the univariate case, the expressions are easily deduced.

Name Expression

T
Hellinger @) (2 _ o+l det(ZV)}I det(Z+ V)2 exp(—g|lu — m||%2+v),l)) ’
Jeffreys® 27|y — m”fvjl-f-vfl +27Mr((Z - V) (VT —x27h)
L2 © ((2n)—§ det(25)~2 + (271)~ £ det(2V) "2

p 1 5
—2(2m) " det(Z+ V) Fexp(— Ll —mlZ, )
1
4 1 _1 z

L2N @ (z — 25+ det(SV)F det(S + V)~ 2 exp(—L||u — m||%2+v),l)) .

N—

2-Wasserstein () (||;4 — mH%p Ftr(Z 4V —2(ViZV1)i

)

Table 5: Distance indices between the multivariate Gaussian densities f = N(y,£) and ¢ = N(m, V).
(a) The corresponding dad function is hellingerpar. It is the L? distance between the square roots
of the densities f and g. (b) The Jeffreys divergence is the symmetrized Kullback-Leibler divergence.
Its corresponding function is jeffreyspar. (c) The corresponding function of the L? distance is
distl2dpar. (d) L2N, named also normalized L? distance, stands for the L? distance between f/|| f||;2
and ¢/||gll;2 and its value is almost similar to the Hellinger distance. Its corresponding function
is distl2dnormpar. (e) I, stands for the identity matrix of order p. The corresponding function is
wassersteinpar.

For example, the Jeffreys divergence is respectively carried out with the jeffreyspar or jeffreys
functions depending on whether the calculations are respectively based on parameters or samples.

>ml <- c(1,1)

> vl <- matrix(c(4,1,1,9),ncol = 2)
> m2 <- c(0,1)

> v2 <- matrix(c(1,0,0,1),ncol = 2)
> jeffreyspar(ml,vi,m2,v2)
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[1] 5.314286

library(MASS)
set.seed(100)

x1 <= mvrnorm(40, m1, v1)
X2 <- mvrnorm(30, m2, v2)
jeffreys(x1, x2)

V V V V v

[1] 6.780999

All these indices are based on a combination of the difference between the means y and m and the
dissimilarity between the covariance matrices ¥ and V. In the case of equal means, the distance index
between Gaussian densities reduces to a dissimilarity between covariance matrices. If the covariance
matrices are equal, all these indices reduce to an index of the distance between these means, this index
being dependent on the common variance matrix, with the exception of the Wasserstein index, which
uses the identity matrix. These indices are also compared in the subsection Simulated Gaussian data of
Appendix B.

Calculation of L? distances between continuous non-Gaussian densities estimated by the
kernel method

Except for the L? distances, the extension of the other distance indices of Table 5 to any estimated
densities still requires a lot of work. Indeed, we experimented with calculating distance indices using
numerical integration methods but computation times were so long in the multidimensional case
that we did not implement them in the dad package. The solution we recommend is to estimate the
densities by the Gaussian kernel method and use the L? distances.

¢ Density estimation with the Gaussian kernel method. The probability densities f; are esti-
mated by the Gaussian kernel method:

2 1 1 < 1
file) = e 7 L @5 (2 ) Thy 2 = x), M)
i=1

where h; is the non-singular bandwidth matrix and |h;| its determinant. This matrix may be
provided by the user, or calculated directly according to the AMISE criterion, with reference to
the normal distribution (Wand and Jones, 1995), that is:

hy = b V12, ¢)

with: A N
=) o

e Calculation of L? distances between estimated non-Gaussian densities. The calculation of the
inner product is carried out with the 12d function using a sample per density: x1 and x2; the
result derives from the estimation (1) of the densities, the bilinearity of the inner product, and a
formula of integral calculus (Wand and Jones, 1995, p. 101). Then, the L2-distance is directly
deduced. This calculation is carried out with the distl2d function.

> set.seed(40)

> x1 <= c(rnorm(5, mean = @, sd = 1), rnorm(5, mean = 1, sd 2))
> x2 <- c(rnorm(10, mean = 2, sd = 3), rnorm(5, mean = @, sd = 2))
> distl2d(x1, x2, method = "kern")

[1] ©.2562896

The normalized L? distance between densities is also possible. Although it has the disadvantage of
being time-consuming, it has some similarities to Hellinger’s distance, and in the Gaussian case, the
two distances have almost the same expression (Table 5).

MDS of densities

Since the function of dad package implementing multidimensional scaling of probability density
functions is a direct application of the function cmdscale of R, it is briefly recalled in the case of
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continuous densities. The mathematical aspects of this method have been dealt with in several works
(Delicado (2011) as MDS; Boumaza (1998), Kneip and Utikal (2001), and Yousfi et al. (2015) as functional
PCA). In this section, we will privilege the presentation in MDS form, which offers greater flexibility in
the choice of the distance between densities, while taking inspiration from the method of interpretation
of the results of PCA developed in Boumaza et al. (2015) in order to interpret the scores resulting from
MDS.

Brief presentation of the method

Given T densities and (ds5)1<;s<7 the distances/divergences between each pair of them, the MDS
technique looks for a representation of the densities by T points in a low dimensional space such
that the distances between these points are as similar as possible to the (Jt5) (Cox and Cox, 2001). In
R, this multidimensional positioning technique is performed by the cmdscale function, whose main
argument is the symmetric matrix of distances and the main output is the matrix of coordinates.

If the densities are assumed to be Gaussian, we can use the Hellinger distance, the Jeffreys
divergence, the 2-Wasserstein distance, or the L? distance (Table 5). If they are not expected to be
Gaussian, they are estimated using the Gaussian kernel method, and the only available distance for the
moment is the L?-distance (Calculation of L? distances between continuous non-Gaussian densities estimated
by the kernel method Section).

The dad package includes functions for all the calculations required to implement such a method
and to interpret its outputs:

* The fmdsd function which performs multidimensional scaling and generates scores;
¢ The plot function which generates graphics representing the densities on the factorial axes;

* The interpret function which returns other aids to interpretation based on the moments of the
variables.

The fmdsd function

MDS of densities can be carried using the fmdsd function, which applies to an object of the class
folder (Table 1b). The future or to a data frame and a grouping variable (Table 1a). It is built on the
cmdscale function of R. In addition to the add argument of cmdscale, the fmdsd function has three sets
of optional arguments. The first, consisting of gaussiand, windowh, and distance, controls the method
used to estimate the densities and their distances (Distance/divergence between densities Section). The
second consists of the arguments data.scaled, data.centered, controls some data transformations,
and the logical argument common. variance, which, when set to TRUE, considers that all the occasions
have the same covariance matrix. These three arguments are discussed in Appendix E. The third set
consists of optional arguments which control the function outputs.

Interpretation of fmdsd outputs

The fmdsd function returns an object of S3 class fmdsd, consisting of a list of 11 elements, including
the scores, also called principal coordinates, and the moments of the variables per occasion. The
outputs are displayed with the print function, and graphical representations on the principal planes
are generated with the plot function.

The interpretation of outputs is based on the relationships between the principal scores and the
moments of the densities, in particular their means, variances, covariances, and correlations. These
relationships are quantified by correlation coefficients and are represented graphically by plotting the
scores against the moments. These interpretation tools are provided by the interpret function, which
has two optional arguments: nscores indicating the indices of the column scores to be interpreted and
moment whose default value is "mean”.

Example

The following example is treated in detail in Boumaza et al. (2015), using PCA of densities. The data
consist of T = 10 rose bushes assessed three times, by a jury of 14 assessors, for p = 3 attributes:
top-sided shape (Sha), foliage thickness (Den), and plant symmetry (Sym). Here, we present the results
obtained with the MDS technique. This presentation is limited to the major steps in the calculation
and the visualization of the results generated by the fmdsd, print, plot, and interpret functions.
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> data("roses")
> rosesf <- as.folder(roses[,c("Sha", "Den", "Sym", "rose")], groups = "rose")
> resultmds <- fmdsd(rosesf, gaussiand = FALSE, distance = "12")

The function fmdsd displays the barplot of the inertia explained by the first nine principal coordinates
(Figure 1).

> names(resultmds)

[1] "call” "group” "variables" "d" "inertia” "scores”
[7] "means” "variances" "correlations” "skewness” "kurtosis”

By default, the print function applied to resultmds only displays the names of the variables, the
inertia, and the principal coordinates.

> print(resultmds)

group variable: rose
variables: Sha Den Sym
inertia

eigenvalue inertia

1 0.02977 25.3
2 0.02261 19.2
3 0.02028 17.2
4 0.01439 12.2
5 0.00980 8.3
6 0.00930 7.9
7 0.00566 4.8
8 0.00344 2.9
9 0.00262 2.2
coordinates
rose PC.1 PC.2 PC.3

0.055191062 ©.022167510 ©.02655143
-0.004963751 -0.023764758 ©0.07033084
0.019611171 -0.122241048 -0.06566866
-0.091777346 ©.041132410 -0.04995275
.013763431 0.019828288 -0.01341398
0.016470141 -0.024307858 ©.07144865
-0.088949736 ©0.005722199 0.01223686
-0.025102407 -0.006365474 0.01382440
0.068203593 0.043999532 -0.02735366
0.065080705 ©.043829197 -0.03800313

G H IO mMMmoOO T >
G H I O MMmoO W >
|
[S)

> plot(resultmds)

The output is shown in Figure 2.

> interpret(resultmds)

Pearson correlations between scores and moments
PC.1 PC.2 PC.3

mean.Sha -0.65 0.29 0.69

mean.Den 0.83 -0.42 0.08

mean.Sym -0.01 0.94 -0.04

Spearman correlations between scores and moments
PC.1 PC.2 PC.3

mean.Sha -0.65 -0.26 0.65

mean.Den ©0.78 -0.30 0.02

mean.Sym 0.16 0.92 -0.35

The returned plots of the interpret function are not shown. From the correlations between the
principal coordinates (PC) and the means of the variables, we deduce that:
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* The higher PC1, the higher "Den", and the lower "Sha" tends to be;
¢ The higher PC2, the higher "Sym";
¢ The higher PC3, the higher "Sha" tends to be.

Inertia

25

20
1

15

: DDDDD

1 2 3

Figure 1: MDS of densities on sensory data (part of the roses data frame): inertia explained by the
first ten principal coordinates.

MDS of probability density functions MDS of probability density functions
005~
D Jl al E
E A
G 0.0
000
H
A

= B F -

2 s @ H

& S

2 S

& & 000-

S -00s 4

E
|
0.0: J
10
D
C C

0.05

0.00 0.00
PC.1 (25.3%) PC.1 (25.3%)

Figure 2: MDS of densities on sensory data (part of roses data frame): the first three principal
coordinates.

Thus, from this interpretation of the PCs, we can describe the classes of rose bushes that can be
constituted in view of their proximities vs. distances visualized in Figure 2. For example, the roses
of the class { A, I, J} have thick foliage compared to those of the class {D, G}, the rose bush C is very
asymmetrical compared to the other rose bushes, the rose bushes of the class {B, F} have a top sided
shape.

In order to obtain the correlations between the scores and the standard deviations, we set the
optional argument moment to "sd” as in the following example. The other possible values of this

non

argument include "var” (variances), "skewness”, "cor"” (correlations for multivariate densities).

> interpret(resultmds, moment = "sd")

Pearson correlations between scores and moments
PC.1 PC.2 PC.3

sd.Sha 0.67 0.21 -0.49

sd.Den -0.01 .77 .11
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sd.Sym -0.13 -0.44 0.76

Spearman correlations between scores and moments
PC.1 PC.2 PC.3

sd.Sha ©0.50 0.45 -0.58

sd.Den ©0.15 0.64 -0.08

sd.Sym -0.26 -0.76 .75

Some of the correlations between the PCs and the standard deviations of the variables seem high.
Reminding that the PCs are related to means, these correlations are therefore clues of links between
standard deviations and means of the variables. We, therefore, represent roses using their means
and standard deviations (Figure 3). We highlight that the standard deviations/variances used to
assess discordance between assessors tend to be smaller when the products subjected to evaluation
on a nine-level scale were awarded marks at the ends of the scale. This result which is actually quite
intuitive, obtained by the use of MDS on probability density functions, would have been difficult to
demonstrate if the means and standard deviations/variances had been analyzed separately.

14

sd.Sha
n
sd.Den

1.0

mean.Sha mean.Den

sd.Sym
12 14 16 18
1

m

1.0

0.8
I

mean.Sym

Figure 3: MDS of densities on sensory data (part of roses data frame): relationships between means
and standard deviations of the variables.

HCA of densities

As for MDS, the fhclustd function of the dad package implementing hierarchical cluster analysis of
probability density functions is a direct application of hclust, the corresponding function of R. So it is
briefly recalled, and we put the emphasis on the interest of coupling the implementation of MDS with
HCA in order to interpret more easily the clusters resulting from HCA.
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Brief description of the method and of its outputs

HCA deals with 